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Preface

This volume is the first one in the new series of Acta Universitatis Latviensis in
Computer Science and Information Technologies. Research in computer science and
software engincering has been done at the University of Latvia since 1900s. and there
are hundreds of publications by compuier scientists ot the University of Latvia m vari-
ous scientilic journals and conference proceedings worldwide. However. there have been
only a few attempts to publish collections of the University computer science research
papers in the Acta - there were three volumes in the mid 1970s in Russian.

The first volume in the new serics — Automation of Information Processing con-
tains recent results of young researchers. most of them doctoral students at the Univer-
sity of Latvia. Though the topics of the papers are quite different. they are all centercd
arnuad the problem of providing theery, methodology. development tools and support-
ing environment for the development ol information systems. All the papers in the
volume are related to the mest up-to-date issues in the respective area.

Theoretical problems are discussed in papers by Girts Linde and Karlis Freivalds -
both of them papers ol high scientific quality. The paper by Linde is deveted to the
formalization of semuntics of class diagrams - the mam UML notation for system de-
sign and o formahzation of cluss diagram equivalence. Freivalds® paper provides new
resulls and an elficient heuristic algorithm for a clussical optimization problem in graph
theory - finding the minimum ratio-cut.

Several papers are devoted to generic moedeling and development wols for infor-
mation systems. The Paper by Edgars Celms discusses an important aspect of metamodel
based modeling tools — genenc facililies for defining tables. The paper by Guntis
Arnicans is devoted to a generic languege interpreter implementing a new method for
defining language semantics. The paper by Jinis Tjins discusses an experience in using
a generic development environment — the IS Technology, where the design specification
cun be directly interpreted.

The papers by Janis Benefelds and Laila Niedrite consider various aspects of data
wurchouses — an overview of data staging and an expericnce of application to the edu-
canen domain.

Two papers discuss the software development managenent problems - Baiba Apine
the 1ssues of various software development estimation models and Macting Gills - the
traceability Issues in software testing.

Finally, the puper by Muara Gulbe and Arnis Gulbis consider the availability of 1T
services in Latvia.

All the papers in the volunie have been reviewed by several members of the inter-
national Editorial Board of the secies.

Prof. Audris Kalnins,
Deputy Editor-in-Chief,

University ot Latvia
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Software Development Effort Estimation

Baiba Apine
PricewaterhouseCoopers
baiba.apine@lv.pwe.com

Formal analvtical and analogy-based saftware development cost estimation models are analysed
to find out what factors are censidered to have an influence on the development process 0 cach off
the models, and to provide recommendations for the application of those models.

Key words: estimation, settware development cost. effor estmation models,

Introduction

Software development effort estimation is a rather old, but sull relevant, prablem.
Since the middle of the last century, when the very first formal setiware developmient
effort and schedule estimation models appeared. (he software development process, the
subject of these estimates, has changed dramancally. For instance. [EXPO2] tughlights
that productivity of the software development process increases by 10% annually due Lo
the progress of software development technolegies. The continuous improvement of the
development process, and different factors which influence the process productivity and
must be taken into account. create a nightmare [or estimators,

The following experiment was carried out during classes on soltware cosl
estimation. A group of 200 students was asked to estimate the effort and schedule for
the development of information systern (1S) storing data about software development
projects (name, development cnvirgnment., start date, expected end date etc.),
developers and customers (names, skills. oflice hours, phone numbers etc)) and
documents produced during the project Iifecyele (name. comments, author). All the
students had the same inpul information about the TS, The results for this rather small
project dilfered significantly: starting from 1) man-days (2 weeks schedule) o 12 man-
months (1 year schedule) with an average ol 3 man-months (schedule 3.5 months). The
students themselves were very surprised about the differences i esumates. [ this is
acceplable with students in the classroom. in real-lile such a situation mught be rather
painful and must be discussed in order to solve the problem and find counsensus, Here
formal cost estimation methods could help:

1. To provide a disciplined way of thinking during the estimation process, which was

not avatlable for students,

2. Teprovide a subjoct. subjucts for discussions for all involved parties.

Formal software development cost estimation madeis are analvsed to tind out what
factors are considered to have an intluence on the development process i each ol the
models. and to provide recommendations for the application of those models.

Software Development Effort Estimation Models

To be honest, not always are the lonmal cost estimation models reconmended for
elfort and schedule esumaion. [COC2L [KEMS3] do not recommend lormal elfort
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estimation models for small projects (less than 2K lines of code [BOE91] or less than 10
developers work for 3-6 months [YOU97]). For small projects the development
productivity depends on the individuals very much, hence the right way of estimating 1s
asking the developer for an estimate.

Formal methods are welcome for average (20-30 developers™ work for 1-2 years)
and large (100-300 employees’ work for 3-5 years) projects, because:

. Individual experience of the estimator is limited, as even a very experienced project

manager has worked for 5-7 average and 3-5 large projects during his/her career.

2. Typucally there are more than two stakeholders in average and large projects,

therefore 1t is very crucial to have a documented, step by step estimation process as
a subject for discussions.

Different analytical and analogy-based software cost estimation models are
developed. Analytical models are based on a negative exponential curve called the
Rayleigh-Norden manpower approximation curve (see Figure 1). Functionality of the
software product, usualy expressed in function points or lines of code, is used as an
input for analytical models.

Manpower distribution for one real-life software development project is shown in
Figure 1. This illustrates a rather typical fault in project management — as the
development process seems to be stable (see SEP 98 to APR_99), some developers
might be taken away from the project (see MAY 99). This yields an increasing
response time to customer queries and lowers customer satisfaction. Additional
developers must be added in the project urgently (see JUN 99). Otherwise the real new
soltware development life cycle approximates the theoretical one quite closely.

Analogy based models use information about past projects. The estimation process
basically means database browsing to find similar projects. The success of estimation
using analogy-based models depends on how successfully the criteria for finding similar
projects from past experience are found.
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Figure 1. Rayleigh-Noren manpower approximation curve for new software development process
(optimal) in comparison with the real one
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Samples of Analytical Models

SLIM (Software Lifecycle Model) was developed in the middle of the 1970’
[KEMBA7] and currently i1s maintained by QSM (Quantitative Software Management)
[QSMO02]. The Model was developed using data about 5000 software development
projects. The SLIM model uses a productivity parameter and productivity index, which
characterise the dewvelopment environment (loels used. developers' skills etc) In
comparison to other analytical models, in the SLIM model a schedule must be set before
the effort is estimated. However this is not a disadvantage of the model. because in real
life very ollen the schedule 1s already predefined.

The Jensen modal [JEN$4] esumates the development effort and schedule based on
the size of the product, technology index and 11 develepment environment [(actors.
which characterize the development technology. A Current version of the Jensen model
is implemented in the ool SAGE [JTEN9S].

COCOMO [T [COC2] estimates the development effort and schedule based on the
size of the productl, 5 scaling drivers and 6 adjustment factors. which describe the
product's quality and reliability requirements, technologies used. developers' skills cte.

At the end of last vear a survey about the most popular development eftort
estimation method was carried out by [ISBO1] in more than 100 software development
organizations of varied sizes [CUT03]. More than a quarter of the respondents (278%)
use various analytical models. A surprisingly low number (9%) report the use of
COCOMO, which wus considered by many to be a groundbreaking technigue m the
1980s. One possible explanation for this 1s that the COCOMO applications are often
cumbersome and require the use of other tools and techniques to generale inpul to
COCOMOQO, such as lines of code estimators,

Samples of Analogy Based Models

The Checkpoint medel is based on information about 3000 software development
projects. This medel is property of SPR (Soltware Productivity Researchy [JONO6]. The
Checkpomnt model uses w survey containing multiple-choice questions about the
development process and the product must be developed. Information from the survey
then is used 1o adjust the productivity of the develupment process,

The same principle as tor the Checkpoint model is used in the ExperiencePro model
and tool, which is property of Software Technoivgy the Transfer [EXP0O2]. This model
uses information about approximately 500 past projects. All the uszrs of this model are
joined in FISMA [FIS03] and encouraged to collect information about projects o
update the ExperiencePro model continously.

According to the survey by [[SBOI]. most vrganizalions (65%) collect historical
data and use 1t o help them estimate software development. 26% repoert that they do so
diligently, by muntaining a central database that formally receives and stores data from
cvery project.
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Conclusions

Analytical models as well as analogy based oncs use data about the software
development process (measurements), consider different risks and their influence on the
development process. A Set of nisks 15 predefined and depends on the model, Table |
shows software development nisks found out in the survey of risk management [AP102).
There are risks which are considered in each cost estimation model, for instance, an
unrealistic project schedule and budget or lack of knowledge in software development
technologies and environment. At the same time there are risks which are important and
influcnce the development schedule and effort, but are not censidered by uny of the
estimation models analysed. For instance, sofiware development environment bugs or
change of qualified personnel.

Tuble i,
Risks considered in different software cost estimation models (+ - the model
considers that)

I . . s T
Software development influencing facter ‘

SLIM
Jensen
Checkpoint
LxperiencelPro
COCONON

Lack of hardwarce un the customer side

Difticult communication with customer -
Low quality of software requirements - -

Unstable gottware requirciments

Unrealistic schedules and budgets - - -

Weak project management
_Software development environment bugs

_ Lack of developer motivation
Lack ol hurdware on developers side =
Change of qualified personnel

Lack of knowledge 1n  software development — - -
technalogies and envirenment

Models concentrate on eftort and schedule estimation for new  software
development [PUTS2], [JEN&4], [JONS6). [COCZ]. [EXP02Z], |[PARYS. [TAURI].
There are add-ons developed for some models to apply them to more specific projects
like software maintenunce |[COC2]. [EXPOZ]. Taking into account that models rely on
development process measuremients. they are becoming out-of-date continuously as
technologies develop. For instance, soltware development productivily increases by
[0% annually. Hence using a year old cost estimation model, i€ overestimates the eflort
by 10% even if we exactly how know 1o use the model. To solve this preblem. authors
continuously gather data aboul projects to maintain their models [QSMOZ |, [JONYG].
This probicm could not be selved tor analytical models. but for analogy based ones it 1s
not so actual i the project base is updated with information aboul new projects
continuously, like it is done for [EXP02].
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There are add-ons for development process operational planning developed for
some of the models. which are based on the Ravleigh-Norden manpower curve
[PUTY2]. There are no such add-ons for analogy based models, because data gathering
lor such models is much more complex than approximation of the development process
using analytical methods. The development of such add-on requires integration of the
measurement and risk management processes.

What to do?

To estimate the software product development eftort and schedule the following
steps must be carried out.

1. Perform a nsk analysis for the particular project to lind out what factors will

influcnce the development ol the product.

2. Choose the development effort estimation model which takes into account all the
r1sks pertaining to the particular project.

Such an approach 1s not leasible due to the following reasons:

I. There 1s no knowledge avalable about different models. Experience shows that

most compantes have knowledge about one or two eflort estimation models.

2. Application of most of the models requires acquisition of specific, rather cxpensive
teols (several thousand EUR for licence and approximately a thousand EUR for
annual maintenance of the model).

Therefore one formal model must be chosen for usage in the company. There are
some sources which reccomend usage of two formal models for estimation in parallel
[ISBO1], [JON96]. The second model is to verify the results given by the first one.
Instead of the second formal model, development process measurcinents could be
appited to adjust the formal results. Developers and managers must be tratned to usce the
chosen formal mode! to avoid patnful estimation mistakes.

The development process must be measured in order to use the gathered
information for analysis of the results obtained from application of the formal model.
Results must be communicated among the developers.
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Description of Semantics and Code Generation Possibilities
for a Multi-Language Interpreter

Guntis Arnicans
Faculty ol Phyvsics and Mathematics, University of Latvia
Raina Blvd. 19, Riga LV-1586. Latvia. gurnicani@ lanet.h

In this paper we desenibe the detimtion of sermuantics for o Multi-language mterpreter (MU, which pravides
the execution of the given program, receiving and exploiting corresponding langusge synti and the desired
semantics. We analyze the simplest solution the ML reeeives the language syniw and the semantics
deseniptions, which huve already been compiled w exceutable objects. Seimantes 1 defined as 2 composition
from several semantic aspects. considering the pragimatics ot a language. Semantic aspects are transtated ©
semantic functions by composing desenptions of the aspects. A tmversing program’s intermediate
representation and the calling out of semange tunctions sunilarly to the prineiple of the Visitor pattem pertorm
the desired semantics. To simphfy the semantic descriptions. we use abstract components that are joined by
conneetors at the meta-level. The implementatian of these components and conectors can be veny difterent.
Fxamples of conventional and specitic samantivs are aven for the stivple imperative lunguage in this paper.
Key waords: mterpreter, programming language specitications. tool generation.

1. Introduction

The number of new langeages that are related to the IT sector has increased rapidly
over the last several years (programming languages and data deseription languages. for
example). Problems ussoclated with the implementation and use of these languages has
alse cxpanded. of course. Kinnersley [Kin95] has reported that there were 2,000
fanguages in 1995, which were being put o serious use.  Even back then specialists
found that the new languages were mostly to be classified as domain-specific languages.
Most of them are not easy w implement and mamtain [[TSES, DKVOO (DSL analysis,
problems and an annotated bibliography)]. It is also true that we need not just a
compiler or an interpreter. but also a number of supporive tools.  Questions of
progranmuning quality are very important todayv. and these questions often cannot be
answered without specialized and automated ancillary resources.

Computers are being used with increasing dvnamism loday: systems have been
divided up in terms of time and space. the operational environment is heterogencous,
and we have 1o ensure the implementation of parallel processes while orgamang
cooperation among components and systems, adapling o changing circumstances
withoutl interrupting our work. ete. We are making increasing use of interpreters or of
code generation and compilation just 1n time. The formal resources thal are used to
describe the semantics of a language. however. cannot (ully sausly our needs in the
medern age, and Lhey are starting w lose thew positions [SchS7, Lou9d7, Paa9s|.

The basic problem that is associated with the formal specitications of programming
Janouages 1s that these specifications are far too complex. It is not clear how they are
administered. we cannot use them to explam all of our pracical needs. and i the end
we are still fuced with a problem  who can prove that these complex specifications are
really correct? The hierature claims that the best commercial compilers (interpreters ur
other language-based tools) are written without formalismi or are vsed only i the tirst
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phases — scanning and parsing [e.g. Lou97]. Formalisms are elaborated and used mostly
for research purposes in educational and scientific instinutions at this time,

The development of semantics is gradually moving away from the development of
languages and tools. One way to overcome this gap is {o take 4 tool-oriented approach
o semantics, making the definitions of semantics far more useful and productive in
practice and generating as many language-based tools as possible from them [HKOO!
We support this approach in principle, but our aim is to propose a dilferent approach
toward the definition of semantics, making raom for tar less formal records.

Those who prepared descriptions of semantics in the past have long since been
looking for ways in which semantics can be divided up into reusable components, and it
is not vet clear whether the formal or the partly formal methodology is the best in this
casc. We chose a less formal and more frec form of description keeping from the
theoretical perspective, and our empirical research showed that rank-and-(ile developers
of tools understand this method far more castly.

2. The concept of a Multi-Language Interpreter

The concept of a mult-language interpreter was introduced in [AAB967. A Mulu-
Language Interpreter (MLI1) 1s a program which receives source language syntlax, source
language semantics and a program written in the source language. then performs the
operations on the basis of the program and the relevant semantics. Conceptually, we
parse an input token stream, build a parse tree and then traverse the tree as needed so as
10 evaluate the semantic functions that are associated with the parse tree nodes. Once an
explicit parse tree is available, we visit the nodes in some order and call out an
appropriate function. This approach is similar to the principle build a tree, save a parse
and traverse it [Cla99] and to a Visitor pattern [GEHIVIS], except in terms of the
methodology which we apply in obtaining semantic functions and orpanizing physical
implementation. The idea of MLI is expressed 1n Figure 1.

[smar S :
E Multiianguage l__
5 -

irteroreter
——y
' Program V —

Figure [ The concept of a Multi-Language Interpreter

Semantics ——— ™ Results

The concept of 0 ML1 presupposes that we cun prepare several semantics [or one
syntax, and we can exploit one semantic for various syntaxes. The descriptions of
syntaxes and semantics must be translated to the executable form (belore or during the
runting of the ML1y. MLI implementation architectures may vary. The one we use
recetves and cxplolts syntax and semantic descriptions that have already been compiled
as executable objects (Figure 23 Syntax 1s represented by the SyntaxObject, and
semantics by the TraverserObject. the SemanticObject, the SymbolTable. and the
necessary volume ol the Component (the components A, B, C in our [igure). The MLI
Kernel, which provides the itial bonding of all syntax and semantics objects,
initializes the execution ol the program.
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Figure 20 ML runtime architecture

Each of the components can be implemented in vanous ways — with a different
semantic assignment and physical implementation, Here we have a cnance to combine
syntaxes and semantics in both ways — in terms of architecture and in terms of
implementation. Then, however, we immediately face the question of the compatibility
of the syntax and semantics so as to avoid senseless interpretation.

The obtaining of an executable syntax and of semantic objects from their
descriptions can be done hafore or during the actual program execution {(aalogue 1o a
classical compiler and interpreter). Dynamic code generation is more difficult because
all generation phases must be done automatically.

3. Language Specifications for MLI

Programming language is an artificial means to communicate with a computer and
to {ix the algorithms for problem solving. Like a natural language, a programming
language’s definition consists of three components or aspects: syntax, semantics and
prugmatics [Pag8l, SK95!. All of these aspects are significant in dealing with our
problems. Usually exploited rarely, pragmatics deals with the practical use of a
language, and this is an impontant elenment in delining semantics.

We can look at syntax and semantics from two perspectives — the definition or
description phase and the runtime phase. Our goal 13 to achieve runtime components
which can freely be exchanged or mixed together tn pursuit of the desired collaboration.
First we must look at the principles of syntax and semantics descriptions. and then we
can view the target code generation steps.

Our basic principle 15 to divide syntax and semantics into small parts, and later,
with a simple methed, to combine these parts thus providing a mechanism to e
together the semantic parts and the syntax elements. Our method is close to some of the
structuring paradigms of attribute grammmars [Paa9%]: The definition phase is similar o
the relationship Semantic aspect — Module. but the runtime phase is similar to
Nonterminal = Procedure. That means that we basically use the language pragmatics
and divide the semanltics into semantic aspects.

3.1. Syntax

The formalisms {or dealing with the syntax aspect ol a programming language arce
well developed. The theory of scanming, parsing and attribute analysis provides not only
the means W perform synfactcul ‘mdl_\.\.b, but also a way o generale a whole compiler
as welll Such terms, concepts or tools as finile awlomata. regular expression, context-
free grammar, atrbute grammar (AG), Backus-Naur form (BNF). extended BNF
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(EB3NF)Y, Lex {also Flex). Yace (also Bison), and PCC'I'S are well known and accepted
bv the computer science community.

We do not need 1o reinvent the wheel and it 1s reasonable to choose the existing
tormalisms and generators (lexers and parsers). The main task when dealing with syntax
description fur a given language 1s code generating which can transtorm the written
program, which uses the syntax, into intermediate representation (IR). Additionally. we
need to attaen a library with functions. which provide the means to manipulate wirth the
IR and to compile the whole code. The result is the SyntaxObject (Figure 2).

In thus paper we concentrate mostly on the clags of imperative programming
languages, but our method 1s adaptable tor other languuges too, such as diagrammatic
languages (e.z. Petri nets. E-R diagrams, Statecharts. VPL — visual programming
languages, etc.). which exploit other tormalisms {e.g., SR Grammars. Reserved Graph
Grammar) and pracessing styles [FNT =97, ZZ797|.

3.2. Semantics

The chosen principle for the runtime semantics parse and traverse states that the
moest important things are a traversing strategy and the semantic functions which must
be executed when visiting a node (Figure 3). Therefore, the central components of the
semanties are TraversalObject and SemanticObject (Figure 2).

The TraversalOhject manages the node visiting order, provides semantic functions
with information from the [R, and is the main engine of the MLI The SemanticObject,
for its part. contains all ol the necessary semantic functions and provides for the
execution environment. At the same time, we can also put into the semantic functions
certain commands which force the Traverser to search for the needed node and to
change the current exceution point in the IR (traversing stralegy changes und u
transition to another node are problems in the Visitor pattern [e.g. Vis01]).

o E—
7 Intermediate \\ 5 /Tra&!rsal
| Representation ,Z T strateqy. |

Semantic
functicn

Figwre 3 Runtime correspondence between svitax and semantics

Semantic functions have to be as simple and as small as pessible. This can be
achieved by using a meta-language and by emploving high-level expression means.
which allow for casy understanding and veritication ol the description. Followinyg this
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principle becomes more natural if we use abstract components 3o that tie underlying
semantic can be clear without addittonal explanations (in Figure 3, the abstract
components already have a concrete implementation component — A, B and C). This
statement may lead to objections from the advocates of formal semantics, because the
components are ool described with mathematic precision. At the same time, however,
formal semantics sometimes use such concepts as Stack or Symbel table.

Let us introduce a conceptual svntax element, which is a grammar symbol with a
name (e.g., a named nonterminal symbol or a named terminal symbol}. Considering the
various types of syntax clements and the traversing strategy. we separate various
visitations and 1ntroduce the concept of the traversing aspect. For instance, we can
distinguish the arriving into node from the pareni node (PreVisil) as well the arriving
into node from the child node (PostVisit). Thus we create the semantic functions and
name them not only on the basis of the name of the syntax element but also on the basis
of the arriving aspect {traversing aspect) into this ¢lement (Figure 3).

Runtime semantics or simply semantics for multi-language interpreters are a set of
semantic functions. We represent the runtime semantic in Table 1. There is an
exccutable code (c) or nothing (A} for the syntax element. according to the traversing
aspect. n depends on the size of syntax (c.g.. the count of ull nonicrminal and terminal
symbols), and m depends on the complexily of the traversing strategy (usually 1.3). We
notice that the matrix mainly consists of empty [unctions ().

Table 1.
The matrix of syntax elements and semantic function correspondence

Syntax Traversing Aspect (TA)

Element (SE) T T T . T

f:\l .'\1 A_\ "‘\n:

SE, C i % il 2

SE. by . - ; i

1 SE; 3 h 2. :.'

| § B B . i

\ SE. i A i . i

The identification of semantic functions is realized both bv the syntax name and by
the traversing aspecl name. Technical implementation may differ. but it 15 very
advisable that f(unctions identification and calliing be perfonmed with constant
complexity O(1).

Now we arrive at the most ditficult and unportant problem — how can we obtain
semantic functions and ensure correct collaboration between them. and how is 1t
possible to create reusable semantic descriptions? Let us explain our ideas about how o
define semantics and how to gain the matrix observed above, 1.¢.. how 1o generate
executable semantics from the semantic deseription.
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4. Semantic Aspects and Abstract Components

4.1. Semantic aspects

In practice., programming languages are (requently presented through the
pragmatics of the programming language. 1o, examples are used o show how the
language constructs are exploited and wnat their underlying meaning 15, Let us call
these language constructs and their meaning Like semantic aspects.

We have chosen to define the semantic as a set of nwtually connected semantic
aspeets. Here ure some examples for typical groups of semuantic aspects {or imperative
programming languages: execution of commuands or slalerments (e.g., basic operations,

variable declaring. asstening of a value to the variable. execution of arithmetic
expressions). program control flow management (e.g.. loop with a counter, conditional
loop. conditional branching), dealing with svmbheols (e.g.. variables. constants).
environment management {e.g.. the scopes of visibility), Here. too. are examples of
nontraditional semantic aspects: attractive printing of the program. dynamic accounting
of stutistics, svmbolic execution. specific program instrumentation, ete.

We have chosen an operalional approach to describe the semantic aspect — we
define the computations, which a computer has ta do to perform the semantic action.

4.2. Abstract data types and abstract components

The next sigmficant principle to define the semantic aspect is using abstract data
types (ADTY 1z much as possible. ADT is a collection of data type and value definitions
and operations on those definitions. which behave as a primitive data type. This
software design appreach breaks down the problem into components by identifying the
public interface and the private implementation.

[n vur case, lypical examples ol ADT are Stack. Queue, Dicuonary, and Symbol
table in compiler construction theory [ASUE6, FLEE], in formal semanlics [SK93)). In
this way we hide most of the implementation details and concentrate mainly on the
logic of the semantic aspect. Later we can choose the best implementation of ADT for
the given task. Seeing that some exploited components can be complicated (E-mail.
Graph visualization, Distributed communication. Transaction manager, etc.) and have
no standards. we use another term — abstract component. Sometimes we want Lo utilize
an already existing component. and the term abstract component scems niore
approprialc to us.

It s advisable to describe the semantic aspect through meto-language, even i vne
does not have a translator for this. Then one can trauslate or simply rewrite 1t by hand to
the target programminyg language. select appropriate implementation tor the abstract
components, and use the needed interface. collaberating pretocol and execution
environment. Fornstance, Stack can be implemented in a contiguous memory or i i
linked memory, Svinbol table — as a list or as a dictionary with the hashing technique,
Furthermore, instances of abstract components can be viewed as distnbuted objects in a
heterogencous compuiting network,
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4.3. Examples of abstract components

Some abstract compouents and their vperations are very popular, e.g. Stack
{createStack. push, pop, top. ete.). Queue (createQueue, enqueune. deyueue, first, eic.),
while some are guessed, e.g.. L-mail {prepare, send. receive. open). Among the many
specific components we would like o emphasize one that 15 usetul for most of
semantics - Symbol table (SvmbolTuble in Figure 2) or its anulogue te provide the
execullon environment.

While building prototypes of the MLIL we have created an implementation ot
Symbol table — MOMS (Memory Object Management Sysiem) - that is appropriate for
implementing the imperauve programming languages. [t is possible to define busic and
user defined data types, te define base operations and functions. to operale with
variahles and their values. to manage the scope of visibility of all objects. ete. The most
important data types. concepts. and operations of MOMS are listed in the appendix to
this paper so as to give the reader a better idea about MOMS.

The second umportant component 1 Traverser (TraverserObject in Figure 2. Tts
main task 1s realizing the traversing strategy. o change the current exceution peint and
lo organize cooperation with the syntax object.

There 15 a depth-first lett-to-right traversing strategy. which 15 used in the following
examples (Table 2). This strategy has three visiting aspeets: Visit (tor iree leaves -
terminals), PreVisit and PostVisit (for the other tree nodes - nonterminals). To define
semantic funclions tor examples. we have used the following operations: NodeValue()
returns a value for the current terminal or nonterminal symbol (value trom the current
IR node), and both goSiblForw(aName) and goSiblBackw(aName) provide for a
changing of the current node, searching the node with the name aNume between siblings
going ferward or backward.

Tahle 2.
A depth-first left-to-right traversing strategy

Traverse(noede P}
if IsLeat( Py
Frair(1)
Prelsin®)
tor cach child @ ot P,
n order. da
Traverse{ ()
PastVisu(1

It i possible to descrive interfaces for SvotaxOhbject. TraverserObject and
SemanticObject with domain-specific language. Then intertuces for obtaining the [R.
manmpulating with it and working with the symbol table can be compiled together. and 1t
is possible to engage in high-level opunuzation and verification [FEng99].

The Traversing strategy can also be desenbed with domam-specitic language. This
15 unportant it the strategy 5 not wivial and deperds on syntax elements and the
pregram slale |OW99 (traversing problems and solutiens for Vistter patterny]. The
traversal strategy should be indeperdent frem svifus as much as possible and organized
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(combined) by patierns [VisOl]. In addition to common traversing strategies there are
also less traditional ones, e.g., the strategy for reverse exccution of the program [BM99]

4.4. Defining the semantic aspect

It 15 morc convenient to define the semantic aspect by using diagrams {as in Figure
7). We can wrile a meta-program or a program in the target language in textual form,
too. Diagrams contain syntax elements that are important for the semantic aspect and
are visualized with graphic symbols. We can use different graphic notations. If the
visiiing order of syntax elements is important. then we mark the order with arrows.

Let us call the operations that are performed during the aspect node visiting
semantic aclion. Semantic action is similar to semantic function, but it is written at the
meta-level and relates only to a given semantic aspect. Semantic action is shown as a
box with the meta-code connected to the syntax element and takes mto account the
traversing aspect.

There are all kinds of abstract data types that are needed for the semantic aspect
into the box with the key words IMPORT GLOBAL. Tor better percepubility of the
semantic aspect, it is permissible to use additional graphic symbols that are not needed
in real execution. For instance, we use Other aspects to signal that we expect there to be
a composition with the other semantic aspects.

4.5. Examples of semantic aspects

Let us look at some examples of semantic aspects {(Figure 4 - Figure §) that are
applicable for the simple imperative programming language Pam [Pag811. Terminal
symbols are denoted by a reclangle. while nonterminal symbols are indicated by
rounded rectangles. The left circle in the nonterminals corresponds to the PreVisit
semantic action, the right one — 1o the PostVisit semantic action, while for the terminals,
the Visit semantic action 15 assigned.

LIME'OF.'." GLOBAL Env of : A

ALT symmzlTable -
e (7} program (.

NV nzegareFrogiavi) . SO

" Other aspects >
& =

Figure 4. The semantic aspect PROGRAM. [i prepares the pregram environment to manage
vartables, constants, ete. and operattons invelving them. The environment 1s destroyed at the end

rrﬂ?e? GLOEAL . ; A

i
stevar i ALT 3tack
STREE — J‘Q varuab\e__defzéz}
e S \l -
[ L-To -t 1<anlreatveVar.pen{)
— " Otner aspects_ —_—

-

Figure 3. The semantic aspect VARIABLLE DEFINITION. It allows for variable creation
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IMPORT GLC3A

2f RIT TreeTraversar, RefStack of
AIT Stack, Env of ADT _SymbolTable, TanCreateVar of ART_Stack

oo -

LOCAL VarText = Trav.nodevalus ()

iCancreate"arvpus“ﬂ’msa’ if CanCreateVar.top(! - TRUZ ard

. Sov.findVar{VarText) - Fal3E
pon () - Snv.creeteVar(VarTers, INT)
--------- - /| endis
7 | LOCAL Fef = Env.gerRef VarText)
e RefIzack.push(Re?)

—y

LOCAL, IntTert = Trav.nodeValue(]
LCCAL Ref = cav.getraf " THT "+IntTexy)
if Ref = EMPTY

Tntazer - PexcTolnteger (IntToxt)
/// Ret = Sovogreavelic (" TRT_"sTrnText, INT)
Znv.patialue (Ref, Tnteger)
enc: !

RefSrack.pusk it

Figure 6. The scmantic aspect ELEMENT. Tt provides for the pushing int the stack all references
to each variable encountered while traversing. Variable creation is forbidden by defanlt. The Trav
provides for getting the values of the current terminal node in TR,

IMPORT G1OTAL
Refitacs of ALT Srace,
mov of ADT SyrbolTable ‘

LOCAL Res =
LOCEL Var = :
LOCAL Val = Env.gertVal.e(R==}
Eov.putval 2e (Var, Val)

Y
(:) assignm ent_sta:emen(}}-""/

(C 'eknand_side ()} ASSIGN | right_hand_sice

A . A
” Other aspects ! ’,__E\Jther aspects !
| [ |
| Fefstack.pusn (1) | | Re£5T ez puss (NLL) |

Figure 7. The semantic aspect ASSIGNMENT. 1t takes reference to the variable and reference to
the value from the stack and assigns a value to the variable. Pushing of references 15 simulated



272 DATORZINATNE LN INFORMACHAS TEHNOLOGIAS

IMPORT SLOBAL RelS-ack, Sorr, Tlag of ADT Srack,
Trav of AOT TreeTraverser, Znv of ADT SyrbolTable ’

topopt)
_IDOp - e Tlag.popi) |
r

'
[WHILE | comparsen )»| DO |-+ seres > END )—‘
A N _ T

Sact. push{INDRF)
Flag.pusi (TRUE)

I SR "'\\ ; _r_'_,___
" Dther aspests /K O:Heraepccls ' '
et 1..,_“’“"’
—_ - I
if Serc.tepl) = INDEZF zhen “Re‘Sta:h push (KULL) l F
LOCAL Ref — RefStack.pep !} |
|

i

1f Env.getValue(Rel} = FALSE

Flag.replacaTop (FALSE) =i Sorv.topl) - INDEF ang
Trav.goSiniFarw (GERD) Fiag.tap() = TRUE
andif Trav.gaSiblRBarckw [AWHTLE)
endif | end:’

Figure 8 The semantic aspect INDEFTNITE LOOP. It “goes through™ the serics and hack to
WHILE unnl the compartson sets a NULL reference or o reterence with the value FALSE

5. Meta-semantics

Meta-semantics 15 a e wiich relates 0 o meta-program that describes the
counterparts of which semantics consists and the way in which these counterparts are
connected together. The concepiual scheme of meta-semantics is shown in Figure 9.

Nonrermmafs Syntax Terminals
T, T,
=iz ol oo
ra ——
Implementations Semantic
of Ser-nantic Connectors
Actions 1
TR e sc \/ '
=< _| —_— -~
s [T N— } — /
—— e
o 188, - -
;‘“--W/ ‘—_‘H’Gsa
_—— e
\fif T— ] \@SCV
Logﬁcal ' . bh/smaf
o Semantics view

Fizure 9. The conceprual scheme of meta-semantios. For instance. SAT nvalves nonterminal
NT and terminal T, and SC1Lis pecformed while previsiting. SCTis a composizion
of ISAT and [SA4



Cruntis Arnicans. Description of Scuantics and Code Generation Possibilitios . 23

H we Took at semantics {rom tie definition side (the logical view] then semantics 1s
tormed by traversing strategy and by u set of semantic aspeets ihat consist of semantic
acttons reabized while visiting the appropriate node of the intermediate representation. I
we look at semantics from the runtime side (the physical viewy then while visiting one
node it 1s possible that several semuntic actions have 1o be realized. and we have we
ensure correct collaberation between all involved instances of abstiact components nto
the desired environment. How can we put all of this together correctly?

To solve this problem we introduce the concept of the semantic connector. 'T'lus
concept has been adapted from the conecept Grev-hox connector, which solves o similar
problem: how to connect the pre-built components in a distributed and hetercgencous
environment for collaborating work [AGBOO]. The Grev-box connector 1s a meta-
program that introduces a concrete commumicalions conneclion into g set of
components, L., 1t generales the adaplation and communications glue code for a
specifle connaction.

6. From semantic aspects to meta-semantics and executable
semantics

The obtaining of semanucs for the fixed syotax is achieved in several steps: 1)
select predefined semantic aspecis or deiine rew enes for the desired semantics, 2)
rename syntax clements and traversing aspect in the sclecied semantic aspects wath
names from fixed syntax and traversing stralegy, 3) rename instances ol abstract
components to organize collaboration between semantic aspects. 4) make compwsiiion
from semantic aspects. 3) specity the runtime environment and translate the meta-code
10 the code of the target programming language, and 6) compile the semantics.

e Selection ol semantic aspects (step 1)

If we have a library with previously created semantic aspects, then we can search
lor appropriate ones. i.¢. reuse some parts of the semantics, The traversing strategy also
has to be considered.

» Syntax element and traversing aspect renaming in semantic aspects (step 2)

Actuzlly this {5 semantic action mapping. Matching to the fixed synlax clements is
achieved by mapping synlax clements of semantic aspects to fixed svnlax elements
frename with — simple mapping and dupucaie to — mapping of 4 semantic uspect syniax
clement o several {ixed synlax elerments):

FeREMC TNANIE Iraversiig aspoei™ with ~ larget iy » <larget aversing aspevts

duplicate -2nume’ “traversing aspest '

SLAMEE Name™ <target vistting wrpuet™ [L<iarget nane> Tharge visiting aspect™

For instance. rename lefl hand side PostVisit with VARIABLE Visit;

duphicate COUNTABLENODE Viar o VARIABLE Visit assignment_stetement Posh .t

» Renaming of instances of abstract componenis (step 3)

Matching of components 18 necessany because there 1s o direct datn exchange
hetween semantic functions. and we need collaborative wark. The progrant state s tised
By using the runtime states of components, At {irst we decide what mnstanees they hive
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in common and what names they have to get, and then we rename instances in the
semantic aspects:

replace <names with <target name>
For instance, replace RefStack with DataStack ; replace Sort with LoopSortStack

¢ Composition of semantic aspects (step 4)

The goal of a semantic aspect compesition 15 to bring together several semantic
aspects into one more complicated aspect that nearly describes entire semantics. While
composing, we stick together the meta-code of semantic actions that have the same
name. The sticking principles can vary. for instance, sequential (one code is appended to
the other one), parallel (codes can be executed simultaneously or sequenually i any
order). free (the user can modify the code union as he likes). To achieve better results,
we ignore some semantic actions or apply the sticking principle to the semantic aspects

in the reverse order. At this time we have to be aware of conflicts between local variable
namies.

compose aspect <<new SA>> (<refined SA®) [[append ; parallel. free] (<refined SA>) ..., where
<refined SA=  <I<ald SA=> [ignore <name> <trav aspect® | <name> <irav aspect™>]| | [reverse]

The result i3 meta-semantics, An example of a2 meta-code fragment for meta-
semantics is given in Table 3.
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Tuble 3.
An example of meta-semantics
o)
Dregrar ProeVioot

compose aspect <Al>  [Mcomposes semantic aspects from aspects given above
{<CERCCGHAN>) £ semantic aspects PROGRAM remains the same
sppend (CELEMENT>

replace R 4 ataitack 4 replices stack for colluborating wark
rename INTEGER Visit with CONST
tw PAM syniax
aprend (<ASSICHMERT>
replace RefsStack

renare leit _hand side

// renames noaterminal according

<WARIADILE CEFINITION

il PreVis

end compasea

Compose aspect CARD
(<Alx>
ignore cxgression PoztVisis
append |
/* Cinher
<INPLT>, £
<CONDITIONAL STATEMENT> */
L)

ond Conpose

s Meta-code transiating (step 5)

Meta-code is translated to the target programming language. taking into account the
target language (e.g. C—+), the implementation of abstract components (e.g. Stack in
linked memory), the operating svstem (c.z. Unix), the commumications belween
components (e.g. CORBA), MLI components type {¢.g. DLLL), etc. The translation may
be done by hand or automatically {desirable in common cases).
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e Oblaining semantic objects (step 6}

By compiling the code we gel executable objects that provide semantic
pertormance, i.2. they contain the semantic [unctions that are called while traversing the
program intermediate representation. The instances of the concrete implementation of
abstract components are created. or the existing ones are dynamically linked via the
selected communications protocols.

7. Examples of alternative semantic aspects

In this secuon we provide a short insight on how we can burld nontraditional
semantics. By adding new features to existing semantics we can creale a specific tool
that works with a given programming language. We would like briefly to survey two
examples: 1) statistics accounting of program poeint visiting, and 2) storing ol symbuolic
values for varigbles. Both aspectls are added to the conventionul semantics. and this 15
program instrumentation if we speak in terms ol software testing,

7.2. Accounfing of program point visiting

Our goal is o account for uny visiting of a desiruble program point. This means that
we need 1o set counters af these points. At first we wrile the semantic aspect NODLE
COUNTER (Figure 10), We use the abstract component Dictionary where we can store.,
read and update records in form <key, values,

IMPORT GLOBAL Trav of ADT TreeTraveauser,
Dict ci ADT Cicilonzrty

COUNTABLENCDE

LOIZAL key = Trav.ogetNadeT0()
LOCAL rmcord = Dict.getsecNuan(key)
1f record - @
| Dict.creatcRec{key, °)
e.sc

Divk.updet *frozerd, Dooun.zot(recond) - 1)
erdl’

Figure i The semantic aspect NODE COUNTER

Defining meta-semantics, we add this semantic aspect o the others. For instance,
we define accounting lor the vse of any variable and assignment operation:

dublicate countable node Visitto VARIABLE Visit assigninent statement PostVisit

Another semantic aspect can be built which accounts for every concrele variable
using statistics into an additonal dictionary (the variable name serves as the key) We
can improve this aspect further by accounting for an aspect ol variable use - detined.
maodified, referenced. refeased, ete. In the program analysis and instrumentation araa.
our approach s similar o the Wyong systemn (based on the Ll compiler generation
systemt and the ATOM program mstrumentation system), because specific operations
are attached to syntax clements. and in this way we obtain & specific wor with additional
semanties (SloY7)
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7.2. Storing of symbolic values for variables

The second example provides for the fixing of svmbelic values lor vanables
(Figure 11). To do this task inan effective way, we have additonal eperations in our
MOMS (symbol table). The operation createSymbValue creates an entry (or symbolic
value, and with the operations addTextToSymbValue and addVarToSymbValue, we
form the value while traversing all nodes in the desired subiree (we store all needed
program symbols and symbolic values of variables). At the end we store accumulated
value with the operation storeSvmbValue.

IMPORT GLOBAL Traw uf ADT_'J:eeTraverse.:. %ﬁbﬁifétack of
ADT_Stace, Env ol ADT SymbolTakle, CanCreateSymbVar of AT Stack &c;nﬂ:nuwaVir.pusthM.SE? |

i
LOCAL SymoVar a Synm=RefsStack. peall ltantreatesw.bvar;papu I

" Erv.storeSyrkvales (SymbeVar, SemaVaty

x
(— Asy garten? siatemert ) - T

> el rand sde H ASSIGN |-—»( gt hatd side }-|
A N Y

LOCAL VATTERT = Trav.nodevAl usg()

LOCAL EympvarWame = “ STME_“ + VarTes:

_reidvack. pusa{HULLY f CAanCreateSymbVaz.copl] = TRUE

1f Eav, findvariSymbvarTedt) = FALSE
Env.createlariSymbVariext, SimMB}

- . endif
SYAMBGL
Local symbRef = Env.gerthef(symoVarsrTeu:s)

Y Erv.creacaSynbvalue (SymhRed)
- ) SyrRefScack. pusi {SyobRel)
LOCAL SymbText = Trav.nodeValve () else
LOCAL SymhFef » SymbRefStack.zop(} L0CAL SymbRef = Env. gatRef [SymbVarTest)
Env. add¥ercTeSymhValue (SymbRef, SymbTexc) Env,acdVarTodymbValus {SymhRel}
: erdaf

Fieure {1, The semantic aspect SYMBOLIC VALUTS

8. Conclusions

This method was developed with the goal of reducing the gap between practitioners
{tool developers) and theoreticians (developers of formal specifications for semantics),
Our experience shows that a significant achievement 15 attained if abstract components
or abstract data types realize the greater part of semantics. because that way it is casier
to percerve the tull implementation of semantics.

The second acquisition of our method involves significant disjoining of syntax and
semantics from cach other. It atlows us 1o combine various synlaxes and semantics and
to {ind out the most desirable semanties for the ziven syntax. So. i we have writlen
syntax for a new language. we cuan match severdl semanties to 1t il a comparatively
short time, As a resuit. we can develop a wide spectrum of tools in support of our new
language.

Our approach allows us to change semantics dynamically while the interpreter is
running. Le. replace semanucs or exccute various ones simultancousty. [t is possible to
reduce a derived parse tree (by deleting nedes with empty connectors) or o optimize it
(tree restructuring statically and dynamically, considering performance statistics).
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At this moment the environment for tool construction or semantics generation is not
completely developed. Qur experience shows that tools can be developed without
significant investments, for example. by using Lex/YACC as a generator 1o create a
syntactic object, which produces program intermediate representation. It is not too
difficult to develop a Traverser and a simple SymbolTable. And as the last job, we have
to work up semantic aspects on the basis of our method and compose them, thus
obtaining connectors, which can be written in some common programming language
{skipping meta-language use and its translation). The use of abstract components
depends on target semantics.

We believe that the development of the sertous tools demands a more universal
implementation of the Symbol table. Our Symbol table implementation - MOMS - 1s
not applicable only for imperative language umplementations. 1t was also the basic
object-oriented database for the commercial application Mosaik (Sictec consulting
GmbH Co. OHG. graphical CASE tool for business modelling).

The weakness of our method lies in the semantic aspects composition stage. At this
moment we have not analyzed all risks in terms of obtaining senseless or erroneous
semantics. The problems are not trivial, and they are similar to problems in the proper
colflaboration of objects or components in object-oriented programming. too. [e.g.
ML98]. Most name conflicts can be precluded automatically, but it is considerably
harder to orgunize collaboration among the common components in semantic aspects (it
is easier 1f the semantic aspects are mutually independent).

Another problem is that the language grammar is frequently not context free (this 1s
true of our example above, too). In this case we have to introduce additional flags to
memorize the context of syntax elements. [t 1s advisable to rewrite the syntax and to use
context-free grammars.
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10. Appendix

Tuble 4.
MOMS types

rTv_pc Description

Constructar Handle to an object tvpe description

Value _ Handle to a byte stream that contains an ob ect value
| Reference Handle o a memaory object

MemoryMup Main central object that organizes other objects (other MemoryMap also)

Tdentitlnet Dictionary of all sdentifiers (variables, constants, ete.)

TypesDict Dictignary of all tvpes (basic types and user defined)

FunetDict Dictionary of all functions (basic operators. basic functions. user defined

. funciions)

NamesTable Compact storing of all strings

ConsturTable Cotpact storing of all constructar deseriptions

ValuesTable | Storing and managing of all object values

MemoryBlock Organizing scope visibibty o all dictionarics and providing memoery
- _ managcmem

. Others Stack, queue. collection, ote.
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Tuble 3.

System initialization and global operations

Opcration Description
McemoryMap wnatialize(Tint | Creates MOMS with intemal parailel but related
memoryCount) memories {MOMS)

Liint switchMemoryTo(Uint memNum)

We can exploit vnly the specific infernal memory

Uint getCurrentMemorv{vord)

Returns the number of the actual memory

defineCountOfBaseTypes(Uint
countOfBaseTypes)

Defines a count of the basic types of MOMS

defineBaseTvpe(char® typeName, Uint
type, Uint typeSize)

deiincBascFunction(char®
langFunctName, char® internalName,
Umt return Tvpe. int paramCount, ...)

Defines base types. This interface is in € and
depends  on previously  defined  types. Some
examples:

defineBaseType("long_", LONG_, sizeof (long_)):
define Base Type {"beolean ", BOOLEAN |, siveof
(boolean_)): define Base Type ("date ", DATE .
sizeof{date 1)

Defines the base operatiens and functiens. This
mtertace ts in € and depends on previously detined
types. Some examples: detine Base Function ("™

"PLUS". LONG , 2. LONG . LONG ). define

preparcProgramEnv(Uchar scope)

Base Function ("day”. "day". LONG .1, DATLE ) |
Prepares a new MemoryBlock, defines the scope

(visibility) of previously defined variables. types.

functions

releaseProgramEnv(void)

Releases a current MemorvBlock and all related
memery 1n other abjects (dicnonaries, tables) and
restores o previously defined Memory-Block

defineAutomatieMemSwitching(Uint
firstMemNuim, Umt lastMem™Num)

Provides for automatic  switching in varous
functions. For instance, we look up the variable in a
local memory and then in a global memory (if the
variable 13 nut fuunded yet).

"L Others
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Tuble 6.

Defining of user defined data types

Operation

Description

putValue(Ret aRef, char* aValue)

Sets a new value tor the object.

char* getValue(Ref aRef)

Returns a value for the object.

char® createDynamicValue(ConstrPtr
ptrToCuonstr)

Provides dynamic memory allocation for the
abject given by type.

deleteDynamicValue(char*® aValue)

Releases dynamically allocated memory.

setValueProtectionOn(char® aName)

Protects a value of the given object against
modification, for instance. protects constants.

setValueProtectionOff(char* alName)

Takes off a value protection.

gotoArrayEicmentConstr(Refd aRet, Sint
index}

Scts a virtual mark to element constructor and to
a given array clement value, aRef is modified, it
refers to the array element.

gotoNameConstr{Ref& aRet)

Moves the virtual mark to the name constructor.

gotePainterConstr(Ref& aRef}

Moves  the  wvirtual mark to  the
subconstructor and to the start of value.

pointer

gotoProductionLeftConstr{Ref& aRef)

Moves the virtual mark to the left subcon-structor
and to the start of the corresponding value.

gotoProductionRightConstr(Ref& aRef}

Moves the virtual mark o the right subcon-
structor and to the start of the correspondding
value.

sotoRecordConstr(Ret& aRef)

Moves the virtual mark to the start of recard.

gotoWNamelnList(Refé& aRef,
aName)

char*

Moves to the apprepriate type and value (list of
named types linked by productions) E.g., scarch a
ficld in the user-defined structure.

. ... Uther
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Tuhic 7.

Operations with variables and similar objects

Qperation

Description

ConstrPtr create Constr Array (Uint min
Index. Ulint maxIndex, ConstrPtr ptrTo
ElemConstr)

Defines an array type with the given dimensions
and clement types. Here and in other functions
we can use any previously defined (or partly
defined) data type.

ConstrPtr createConstrFunct (ConstrPtr ptr
To Retarn Censtr, ConstrPtr ptr To Param
. Constr)

Defines a  function type with the given
parameters and return type.

ConstrPtr createConstrName(char* aName,
ConstrPir trToSubConstr)

Assigns a user-defined name for the given type.

ConstrPtr createConstrPointer(ConstrPie
ptrToSubConstr)

Defines a pointer tvpe to the given type.

ConstrPty - createConstrProduct(ConstrPir
ptrToSubConstrl, ConstrPtr
pirToSubConstr2)

Creates a production of two types (establishes
some relatton between them). Tt is usetul to
construct a scricus data structure.

ConstrPtr  createConstrRecord{ ConstrPir
ptrToSubConstr)

Drefines a record data type (a set ot pairs {name,

tvpey).

... {)ther constructors

For instance. base data typc constructors

constrArraySetMinIndex(ConstrPtr
ptrToConstr, Uint minIndex)

Modities the type description (attributes).

Uint  constrArmayGetMinindex{ConstrPtr
ptrToConstr)

Pravides details about data type attributes.

... Others

Tuble 8.

Operations with value

Operation

Description

Create  Var ({char* aName, ConstrPir
trToConstr)

Creates a variable with the given name and

type.

createVar(char* aName, char* typeName)

Creates a wvariable with the grven name and
type name.

createLiteral (char* aName, Constr P puTo
{onstr)

Creates a literal (constant) with the given
name and ype.

Ref createRef (ConstrPir ptrToCenstr)

Creates an object without a name with the
given type, for mstance, mtemal loop counter,
retum value of function.

CoustrPtr getConstrRef (char* typeiName)

Returns pounter to type with the wgiven type
name.

createSynonym (char® aName. Ref aRef)

Creates another reference by namc to the
existing object.

... Other
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Data Staging in the Data Warehouse
Janis Benefelds
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This topic describes one of Data Warchousing components - Data Staging, Data staging ensures
a) data extraction tfrom the source systems: by data transtormation and standardisation: ¢) data
transker W the Data Warchouse. The Imporance of such important things ke data quality and
data mteurity is deseribed in more details wo.

This paper interdds to be a survey based on practical experience in real projects and theoretical
professional literatare studies.

The Paper consists o a Foreword. six Chapters and Referenees.

The Foreword describes the scope or the subject to be analvsed in this article.

The first Chapter 15 an intreduction that gives detinitions and commun understanding about
concepts used in this article.

The sccond Chapter 1s the Taryest one. und it desertbes three main parts of Data transtormation
Staging: Jata export, data transform and data load. Two types of Data Staging — dimensional and
fact table stuging — are deseribed m o more details. This Chapter 15 concerned with refative
problems. like data quality, as well.

The tihnrd and fourth Chapters deseribe such un important component of Data Staging like
Metadata and the mutual relation between it and other parts of Data Staging described in the
previous Chapter.

The Tifth Chapter sumimarises the mwore impuortant items and makes cmphases on them 1o
understand how essential they are to be successtul in Data Staging.

The Sixth Chapter potnts out the directions that follow as logic and sequennia] continuation to be a
subject tor further research and analysis

Referenees contains a hist of information sources.

Key words: metadata, data warehouse, data staging. data integrity,

Foreword

This article is o summary about Data Staging as one of the components of Data
Warchousing, There 15 an explanation of Data Staging — what it means and what 1t
cansists of, Some common definitions are given and the basic elements (data extraction,
rransformation, loading and meaduta) are described. The content is additionally
lustraied by many examples that are taken from the financiat industry,

This Article points out the tmportanee ot the right understanding of the {unctions
which Data Staging 1s responsihle for, to be successful i designing and deploving
projects inreal fife

The foliowing picture (Figure 1) shows the basie Dala Warchousing elements and
deseribes what part of 1t this article covers,
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Figure I 'The basic elements of Data Warchousing.

1. Introduction

Data Staging is one of the first and one of the most important things, i we are
discussing issues about developing a Data Warehouse.

In a Tot of beoks. the [ntermnet and other sources we can 1ind numerous Data Staging
defintions that are very similar. [ would like to mention some of them that would be
sutficient and describe ali the main [unctions performed by Data Staging,

Data Staging 1s a sct of processes that cleans. transtorms. combines. deduplicates. households,
archives and prepares source data for use i the Data Warchousc,

Data Staging Area 1s everylthing in between the source svstem and the presentation server
where Data Staging processes are performed. The key definmny restriction en the Data Staginy
area is that it does not provide query and presenlation services to end—users.

The Data Stazing area is the Data Warchouse workbench, Tt is the place where raw data 13 ]
lvaded, cleaned, combined, archived and cxported to onc or more presentation scrver
plasforms. L

One of the DWH gurus, Ralph Kimball. has mentiorned that Data Staging adds to
the data an additonal value. ¢.g.. the data quality and sense of use of these data in some
analvsis 1s higher than before. In general the Data Staging process consists of one
commeon service component — metadata — and three functional components:

* Dala Export from the source sysiems or data consolidation;

s Data cleaning, transtforming and sorting or data standardization:

+ Data unport into the Data Warehouse, Data Mart or loading:
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There may be seme different abbreviations used to name these processes. ETL
stands for Export, Transfer and Load, ETT stands for Extraction, Transformations and
Transportation. In this article we’ll use ETL.

It certainly does not mean that Data Staging consists of three strictly different
modules, where the sequence and completeness of tasks to be performed is highly
prescribed. Data Staging, depending on the situation, can be very a complicated process
trom the functional and technical point of view.

It is recommended to start the Data Staging design process with a very simple
schematic of the pieces that you know: the sources and targets. Keep it very high-level
and highlight where data are coming from and where data are going to, point out the
major challenges that you already know about. Figure 2 shows an example of a high-
level Data Staging design plan that came from the financial industry.

Individual
Meters

Customer
Master

fsurance

(AsClr)

(RDBMS)

(XML

Slowly changing
on demograpics

Facts only.
~25M rows | /

How and by whom
maintened? |
Missed |
/ meter reads

VAV

10M customers,
~ 1K new or
changed daily _]

_—,\_\_.

b

:Cha:kRI;/ N IChccle;
\ F 7 S\\A7

Statistic Customer Profile

i Internal IS: External 1S: [F1:1s Stagi ivity: | - | : ol
: B ging aclivity: ARC Data target: ABC
T o P

Figure 2: Example of the high-level Data Staging plan for some tinancial institution.

For a better understanding of the principles and mission of Data Staging, let’s
analyse each of the three steps mentioned before more closely.

2, ETL

2.1. Data export from transactional systems or data consolidation.

Practically every on-line transactional system (OLTP) used in organization is a
potential data source for the Dala Warehouse. However a data source for the Data
Warehouse can be some external information systems and not classified information
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(f1at files ctc.} as well. Everything that serves as a data source can be developed in
different environments on different platforms and it can be “home-made” and delivered
by extemal vendors. From the point of view of the Data Warehousing it should make no
difference — the only thing we are interested in is data.

Norn:ally, the scope of the data to be collected in the Data Warchouse is defined by
the end users - usually business people. That means the scope is defined in business not
Information Technology concepts and therefore high quality business analysts and
system analysts are required at this stage of the Data Warchousing process.

To determine the right database objects {and their relationship) that potentially
could be included in a data export processes, business analysts should very precisely
define the requirements of data needed and the system analyst should be able to point
out how and where these data physically can be allocated. Normally the system analyst
uses the systern documentation that should help to find out the right information about
data within a system. Sadly, there may be situations when documentation does not help,
or there 1s no documentation at all. Such a situalion can arise because of poor
management during systern development, implementation and maintenance processes.
Then the only source of information about the mside of a particular information system
are people. Some kind of mterviews should be organized and system documentation,
should be redesigned accordingly to the actual status of the system.

One of the resulting documents of these interviews is a data dictionary and it is
actually a part ol the metadata (sce chapter 3.Metadata). A Data dictionary is a
collection of descriptions of the data objects or items and their relationships in a data
model. A data dictionary can be consulted to understand where a data item fits in the
structure, what values it may contain and basically what the data tem means in real-
world terms. A small example of that part, which explains what the data item means in
real-world terms, is shown in the following table.

Table No.l
“Example of 2 Data dictionary from the financial industry”

Real-world term Database object and its relationship
Account (Accet) One record of the table ACCOUNTS ]
Active Acet Accounts_Status = 1 AND Accounts.CloseDate IS NULL
Dormant Acct Accounts.Status 2 AND <&today> - Accounts.LastTranDate >
M
Closed Acct Accounts.Status = 2 AND Accounts.CloseDate <= <today>
_Client One record of the table CLTENTS B ‘
I Active client Client that has at least ong active account (see “Active Acct’)
Dormant client Client with all accounts being dormant (sec *Dormant Acct’)
Closed client Client with all accounts being closed (sec "Closed Acet™)

Using such a data dictionary improves the efficiency of communications between
business and [T people. There should be no questions about what the business people
are requiring and where it can be found.

When we have clarified what data 1s needed and where 1t can bee allocated, we
should give an answer to the question “how™ the data can be extracted or exported from
the particular data source. Usually the first step[s] of the technical solution is very close
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to the lecnnical solution of the data source itsell [t means a special program should be
developed that extracts specific data from all daw sources and puts 1t together in a Data
Staging area. Figure 3 shows a small schema of data extracting {rom the different data
sources and pathertng the particular data together in the Data Staging area. Some
linancial figures of the customers are 1zken 1o build a customer profile,

At the Start of building the Data Staging application the primary goal is to work out
the infrastructare issues, including connectivity, secunty and file transtormation.

[ Metadata J

Data Sources Data Staging

e
Fuuds Transier S b ——
LJORALUTLE) Tl o

Customer Profile
{ORACLID

Loans
(MS Access)

(
\

Manual analysis
{MS Rxeel)

: : _+.__

_R‘_:‘rp“n\"' < Arehin v, -

(ASCTL XM | 1OGs %
| '

Fizare 3- An Example of data extraction processes trom ditferent data sources and putting it
together in the Data Staging area.

Certainly data 1 a Data Staging arca are stored in some particular struclure and
lierclore ihic way o which the data comes inte these structures sheuld be strictly
predefined und completely documented. The name of such a document is data mapping.
Dala mapping shows a complete way in which the particular data from some source
system s transported (and runsformed in between il necessaryy to a Data Staging area,

Corresponding 1o a dimensional data model (generally that 15 a data model for the
Data Warchouse) there are two different tvpes of Data Staging, cach for one of twe
main compenents ol the dimensional model: dimensional Data Staging and fact Data
Slaging,

Dimensional Model - a specitic discipline tor modellhing data thas 15 an altemnative 10 entity-
relationshin (FRY modelline,
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A fact wble is the primary table 10 cach dimwenstonal model that s meant to contin
measurements of the bustness. The most useful facts are numerie and additive. Fvery fact table

represents a many-to-many relationship and every fact table coniaing a sel ot two or more
L Toreiun kevs that join to their respective dimensional tables.

A diumensional table is one of a set of companton tables 1o a tact table. Each dimension is
detined by its primary kev that serves as the basis for referential integrite with any 2iven fact
[ 1able to which it 15 joined.

211 Dimensional table staging.

There are three types of processing dunensional datar overwrite, creale a new
dimenston record, and displace the changed value nito an “old” aurbute {ield. The
sccond one 1s the technique usually used for handling occasional chunges in a
dumension record. We shall actually focus on that tvpe of dimensional data processing,

In terms of complexity the major problem coeuld be the dentification and extraction
of data that has been changed since the last data extraction instead of extraction of all
data every time. It is convenient to nave a mechanism to seleet new or changed data
only. [deally there is an additional column in the source data that shows the last change
date and time or just a yes/no stamp that indicates whether the particular data s or 15 not
changed since the last data extraction. That means thal only these data will be the
subject of the Data Staging. Taking into account that usually some ol the dala source
information systems are either delivered by an extemal vendor or Tong ago “mn-house”
systems without any knowledge about ther contens and withowt full documentation,
there may be some problems to change these systems for having such a stamp indicating
a change status according to the last dala extraction process. Thut means there should be
another way to determine the existence ol the new records and changes in the old ones.
[n this case the easigst way is 1o pull the current snupshot of the dimension table in ity
entirety and let the transformauon process deal with determining what has changed and
how to handle it. Change dewermination could be done hy comparing the sctual dala
snapshot either with vesterday’s data snapshaot or with the current Data Warchouse
dimensional table. This way s more time-consuming and complicated. Figure -1 shows
data flow for this type ol dimensional Data Staging.

‘ Tuoday's
Data source > dimenstonal
table data
P
L | //’_“‘-.\\ L
Yesterduy's Compare New Records to he AL::mgaLc
dimensional  f——m= and allocate F-—m inserted inthe DWIT |—w- Aoy
table data Qit'!'crcnccs/ dimension table \ generinon
— \\-_,_/

Fizure 4. Allocation of new and changed records in dimension vata
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Because of the large amount of data to be extracted, compared (or transferrad).
special atiention to usage of software and hardware resources should be paid. Special
comparison methods could be used for performance improvement, such as the Cyclic
Redundacy Checksun (CRC). This method calculates a checksum for a particular
string — it could be a record of a table or a whole lext file or something else. The
checksum calculated for the new data 1s then compared with the checksum of the
vesterday’s data that is already calculated. If these checksums are equal there is no need
to compare details for particular details. The Usage of such methods substantially saves
time and hardware resources.

2.1.2. Fact table staging

Facts usually represent a snapshot of a data source at that particular time point.
Accordingly facts normally are the numeric allnbutes of the subject of the transactional
system. like daily balance of an account, sales amount ol a produci, etc. Problems
regarding extracting of such data from the data source normally are connected with the
amount of data to be processed and with the changeability of data. Problems regarding
data amounts usually can be solved on account of technical 1ssues or data processing
performance optimization. Almost every transactional system provides today on-line
services and that means transactions are performed all the time (24hours/7days). The
problem grows even bigger in case of a multinational systern. where many time zones
are involved. To gel a snapshot of such a system in the particular time point, some
technical tricks can help. There can be several solutions. In current data base
management systems, like Oracle, a backup technology 1is provided without
disconnecting users or shutting down a data base — a back-up is created taking into
account the events in the system logs. Accordingly fact data could be extracted from a
back-up or directly from ihe syslem using the same technology. Actually, normally
every system has some housekeeping phase for supportting some internal functionality
{like EOD - end of day) that makes a system constant for some time. Whether the
system serves business transactions or not during this time-out depends on the particular
system — there are some distinctions. Such time-out is a good place for fact data (and
dimensional data as well) extracting.

Conclusion.

The Financial industry difters from the other major sectors of business with its non-
stop business. Because of many channels (ATM., Intemet, WAP, etc.), which banks
provide, the customer has the possibility to do business all the time any day. A Similar
situation exists in the telecommunication business as well.

That 15 the N°1 problem for data extraction, which should be solved. Nermally
every [S operating in the financial industry has already solved the problem of on-line
transactions. There are some technigues that ensure on-line data processing and daily
(weekly, monthly, etc.) data servicing at the same time. These data servicing procedures
{housekeeping. calculations, ete.) could be populated with data extraction.

Problem N"2 is the large amount of heterogencous data (funds transfers, loan
agreements. securities, trust operations, insurance. ¢tc.) to be processed. That could be
solved by 1) using optimal data allecating algerithms to find data to be processed and 2)
fast data extraction mechanisms. A Data allocating mechanism could be, for instance,



fanis Renefelds. Data Siaging in the Data Warchouse 41

Cyclic Redundacy Checksum method or using different ‘changed data’ {lags in the
source systems. As [ast a data extraction mechamsm speciiic tools could be used or just
making a copy and processing 90% of data instead of sejecting 90% of data and
processing all of the resulting data set.

2.2. Data cleaning, transforming and sorting or data standardization

This is the place where an additional value to the data actually 1s added.

Usually there are some activities between data extraction from data source systems
and data import into the data target. These activities ensure that data in the right
structure, format, and sequence, and that quality should be adequate for the data model
of the data target. The Data should satisfy all logical rules provided by business analysts
and all physical rules that come {from the Data Warehouse data model and end user
applications.

2.2.1. Data quality

Actually. most of all data ransformation deals with data quality.

There 1s no reason to assume the quality ol data in OLTP systems always will be
acceptable for the Data Warchouse. Some data validations can be mtegrated directly in
the source {(OLTP) 1o preserve data from logical and structural mistakes. In anv case,
there are some problems. First — every data validation procedure makes the system
slower and it conflicts with a definition of the QLTP “on-line (identical ‘last™)
transaction processing”. Second — even 1f we create all necessary data validations n
OLTP, there always will arise some new requirements or conditions against data to be
realized 1n the Data Warchouse. 1t s easier, cheaper and more seeure to realize data
cleaning and transformation procedures outside of the data source.

In the Situation when data are validated after they have been captured, another
problem arises — how to edit them now? I a validation error occurs by data capture.
they can be entered once more till they are correct. Whereas if a data validation error is
discovered during a fully automated data cleaning and standardization process, there
should be some previously described algorithms to manage the situation. Automatic
data editing algorithms should be approved by business analysts and every data change
should be stored in the LOG files.

Wherever and whenever data are modified before importing them into the Data
Warchouse, they should be at the best quality possibie. There are attributes that indicate
the level of data quality.
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Tahie No.2
“Attributes indicating the data quality.”

| Attribute l Description |

ACCURATE means data should be accordingly cqual to the data extracted from
data sources. All datz modifications. standardizations and other
processes performed by data transforming are accountable and an
explanation of every difference can be found in audit trails - LOG
files; _ )

COMPLETE muans the particular data set {data mart) should contain absolutely
all data and nothing over accerdingly the Data Staging procedures, TF
one particular data mart should contain all active customer records
then all customers with an active’ status should be included there
and all customers with 2 status not equal te “active” are not included
there:

CONSISTENT means during data transformation process they should not lose their

meaning and value. These are situations when one should solve

problems regarding to rounding of numeric. interpretation of

J | aggrepated values and other similar issues,

UNIQUE means data should not have duplicates. Especially when data are
extracted from more than one source. The unique 1D trom business
understanding must be allocated or generated tor the same business
unit and business analyst improved algorithms used tor data joining
from multiple sources:

TIMELY means data should be current. Nobody is interested in out of date
infurmation. The data used in the Data Warchouse should be taken
from and wvalidated against “fresh® data whenever possible. OF
course, ‘fresh’ has many meanmngs in different businesses. If we are
talking, for instance. about hotel chains, the “fresh’ data could be a
turnover of the last day or even week., Whereas it we are 1alking
about inancial mstitutions. like money markets or stock exchanges,
then minufes or even scconds is a very long time,

To ensure the data characteristics mentioned above many problems have to be
solved. These are problems reparding the data itself, not performance problems of
hardware or software,
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Tuble No.3
“Types of problems to be solved regarding data quality”

Type
Descriptian

Inconsistent use ot code or ditterent look-up values

The same value could have a different ok key in different information systems. Sex, for
instance. in one source could hase a look-up table like M male and ¥ female. while in
another system | - male and 2 female. These values should be standardized during the data
transfarmation process by unification ot the particular values:

Uinotticial or undocumented functionality

Somietimes some of the fields are used ter another reason than documented in the user manual
or data in the particular ficld are unclassificd. A big mistake could be the address tields that are
not structured as an address usually is - five text tields of 25 characters leneth, for instance.
From the business point of view the content ol these ticlds is gold. but it is absolutely unusable
for data processing:

Owverloaded codes

Usually overloaded cades vecur in the systems that are developed a long tme ago when every
saved bite was very important, That means, u single code way used for multiple purpeses. T
the customer is an individual then a particular field could be used for birth date. [F it is a
corporate customer  for registrauon date:

Evalving data

Systems that have evolved over time may have old data and new data that uses the same ticlds
for different purposes or where the meaning of the codes has changed over time. It 1s very
important 1f data are planned to load 1nto Data Warehouse from historical data archives:

Missing, incorrect or duplicate values
Names and addresses are the clussic example of this problem. Trunsactional svstems do not
carc about data that are not needed for performing the particular transaction. It does not matter
whether the naine of the customer 15 IBM or LB.M. But they can end up Inoking ke twe
different custoniers in the warzhouse;

I would like to add one more type of problem from my own experience. That relates

t the different data formats — data should be n the same format to be processed
automaticaily.

Table No.3 (continued)
“Tvpes of problers to be solved regarding data quality”™

Different data ormats

When Gathering data from many sources. data could he in ditferent formats. That reters to any
data format: date Cddammyy’ YYYY-MON-DD': . ). numerie ((0.99779.09599E™ |} vte.
To use such data for eommon data processing they have to be n ane previously described
tormat,

[f 1t 1s possible a feedback from Data Staging back to the data source could be

considered. This1s also a way to improve the data quality 1o the duta sources. However
it should be estimated very cntically. because data sources — analytical transactional
syatems — most of all are made for data processing caplared by users. Dala
modiiteatons made by another soltware, hike Data Staging procedures, could not be the
best way of inproving data quality in the unalytical sysiem.
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2.2.2. Daa integrity

Besides data quality this part of Data Staging is responsible for data integration as
well. Ensuring of data integrity means surrogate key {as primary key) generation for
dimensional data tables and fact table population {or even creation) using just generated
surrogate keys. All dimensional tables have single part keys, which. by definition, are
primary keys. In other words. the key itself defines uniqueness in the dimensional
tables. [t is a significant mistake to use, for uniqueness of dimensional table record, an
SQL-based date stamp, a set of various attributes in the dimensional table. production
kevs used in the data source. In most cases an integer makes a great surrogate key. A 4-
byte integer. for instance, can comntain 2 values, or more than two billion positive
integers starting with 1, and that 1s enough for just about any dimension.

Since f{act tables are alwavs associated with dimensional tables, surrogate keys
should replace corresponding foreign keys thers. Figure 5 shows a dimensional data
model where generated surrogate keys (Time_key, Customer key, Acct key) of
dimensional tables are used as foreign keys in the fact table instead of production keys
(Date, Customer [D, Acet iD).

Time dimension Customer dimension
Time_key {PK) Tt ; ﬂ Customer_key (PK)
Date Daily balance Customer 1D
Day_of_week fact table Custemer type
Day of year L ; . Name
Week _number Time_key (FK) Address

A,

cte. -~ ~Acct_key (FK) e
Customer_key (FK) o
Ledger hal
Acct_cev
Ledger_ball

Base ccy

Account dimension
Acct_key (PK)
Acct 1D

Acct ype

Curreney
Ledger oalance
eto.

Figure 30 Example of using surrogate keys instead
of producticon keys in the Daily balance tact table,

For better querying performance besides dimensional and fact data, the Data
Warehouse has the ageregate date as well. Since the Data Warehouse 1s used most of all
o get summarized data over any dimensional attributes, a signiticant data aggregation
would be performed by every data request. Therctore data base management systems
provide an opportunity to maintain aggregated data — materialized views or data where
subtotals are already calculated up to a predefined level of granulanity. Figure 6 shows
how un agereeate data table 15 handled that ensures answer to data query about product
sales subtotals for a particular weck or a few weeks.
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Aggregate Daily Time dimension

balance fact table I Time key (PK)
Day_of_year(FK) } Dale
Acct_key (FK) S Day_of_week Sules fact table
SUM(Tedger_bal) Day of year - dTine kev (FK)
MIN(Ledger bal) :‘: :ck_ﬂumber Acet_key (FK)
MA)‘((‘Ledgeribal) ) Cusiomer key (FK)
AVG(Ledger_bal) Ledeer bal
Acct_cey ' Product dimension Acczt: oy

— L
SUM({Ledger ball) — Acct_key (PK) - Le-dg—cr ball
MIN{Ledger_ball) Acct 1D Base Céy
MAX(Ledger ball) Acct_type —
AVG(Ledger ball) Currency
Base cey Ledger balance
cte.
Figure 6. Example of the aggregate Daily balance tact table.
Conclusion.

I would say that data guality is one of the major units of measure (the second one is
data accessing pertormance, but that is not the subject of this topic) for the Data
Warehousing. The benefit that users obtain from the usage of the daa warehouse is as
large as how clean and good are the data. So, if data are inaccurate, the user gets the
wrong picture of the business and a decision that is based on that piclure could be
wrong.

No recourses shoutd be economized to mprove data quality. Regarding the data
that banks capture and maintain themselves — that is all their own business. and they do
everything to avorld “dirty’ data. Sometimes a solution could be some administrative
order to stop doing things in the wrong way. Data that we get {rom outside of the bank.
or even the financial industry, should have a warranty, e.g., the data supplier should be
trustworthy and sccure enough. Usually these are some state institutions, but they could
be some commercial organisations (insurance companics, travel agencies, etc.) as well -
contract about providing data should contain requirements and warranties regarding data
quality and sccurity.

A separale Data Quality department within the organisational structure would help
significantly as well. Such a department could deal with -dirty” data — o ensure the
certain level of the data quality by developing data transformation and cleaning
algorithms as well as looking for some extemnal data sources that could serve as a
standard for data comparison.

2.3. Data loading into the Data Warehouse, Data Mart or data loading

Data loading mto the Data Warchouse mezns physical data transportation from the
Data Staging arca (database A) to the Dala Warchouse (database B). To populate an
existing database with new data usually some data management problems should be
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solved. Thus refers to such technical terms like table spuces, table partitioning, mndexing,
datz load method (usually bulk load), audit action. memory, parallel processing.
network  architecture etc. The software, hardware and tme resources can be
significantly saved by configuring wtems like these. To speed up the load cycle the
frequency ot load can be changed, especially regarding some aggregate data. If some
moithly totals should be accumulated, it does not mean that data load can be pertormed
only ence a month. It is possible to accumulate data on a daily basis by incremental
load. Then some additional changes 10 the presentation Taver should be added — whether
users see ‘month-to-date totals’ {instead of ‘totals per month®) or 1t could be restricted
by software to see just full months (the previous one will be the newest then).

[ecause of data mtegrity the sequence for louding data into the Daty Warchouse 1s
preseribed accordingly. First of all all dimensional data are loaded in the right sequence
1o ensure star schema data mode] data inteerity. When all dimensional (look-up) data
tables arc populaied. fact data und aggregated data ure loaded andior calculated. If
necessary. some additional data validation can be performed.

For duplication and possible repetition processes data transportation (load) supports
data archiving and back-up. That means we can repeat some data transtformation and
load process from any point of the staging process. That could be needed it some errors
are found and removed. or if data lead should be repeated because of some technical
disaster. Such a duplicate table loading technigue i3 shown in Figure 7. Back-ups of
load data are nceded tor tomorrow’s incremental load as well {(see 2.1.1. [Dimensional
table staging).

(From the -—
slaginyg arei) N (6) Rerame (7) WH comes up
(1) Low! fact 1abie e toad Bl ton T
' /./ active facrl “\_\
. r__ e . A —
load fact! |/ active factl
TP (3) lndex |
[2) Duplicote X (4) WH down
faod faci] (8) Remame dup_factl
- o boad fact] )
i
(5) Rerame
avine_tactl (o
e old_tact)
e —‘ _— i
i .. (9) Lirop the r old factl Ve
old fact] tahle - - ‘,/ ’

e | .

Frewve 70 Dupiicate table loading techntgee.
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Step 0 The active fact! tahle is active and gueried by users.
Step 1 The load_tact| table starts oft beiny identical 10 active factl.
Load the incremental (different) facts into the load_fact] table.
Step 2 Duplicate load_fact| into dup_tact! tor tomorrews lToad.
Step 3 Index Joad_tactl tahle according to the final index [ist.
Step 4 “Bring down" the warchouse. forbidding user access.
Step § Rename the active tfactl table to old_fact] {back-up).
Step 6 Rename the load_fact] o active factl.
Step 7 Open the warchouse to user activity, Tetal downtimme: sceunds!
Step 8 Rename the dup_tact] table to load_tact] for performing ot next load.

Step 9 Drop the old_fact] table.

3. Metadata

Some tools that automate the transformation and load laver can actually reside on a
third party platform and generate the code necessary to perform those activities {see
Figure 8 as well). And the most important thing that ensures such s possibility is
meladata.

The definition of metadata is really simple — metadata is data about data. Does it
help anybody to understand what exactly this elusive information? In my opinion — no.
More descriptive definition could be as follows. Metadaia is all of the information (or
descriptive information) in the particular environment that 1s not the actual data itself.
Some authors are even talking about the “back room metadata”™ and “front room
metadata™. The back room metadata 1s process related and 1t guides the data extraction,
cleaning and loading process. The front room metadata is more descriptive and 1t helps
query lools report writers function smoothly. Of course, bath metadata types overlap,
but it 15 useful to think about them separately. In this case we are interested in the first
one — back room metadata.

Metadata is like traditional systems documentation (in fact. it is documentation) and

at some point the resources needed to create and maintain it will be diverted to other
"more urgent” projects. Active metadala helps solve this problem. Active metadata is
metadata that drives a process rather than documents it. while documentation of these
processes s an important issue as well.

The following 15 the general metadata needed to get the data o the Data Staging
area and prepare it for loading into one or more data marts.

Data extraction information

* Description of the source systems (schemas, formals ete.);

s Access methods. rights, privileges and passwords;

* Data transporiation scheduling and results of them;

e File usage in the Data Staging area including durarion and ownership:

Data transtormation information

e Data model;

s Job specifications {or joining sources. stripping out ficlds and fooking up
attributes:
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[Dala mapping between sources and Data Staging area;

Yesterdays copy of production data to use as the basis for DIFF COMPARE

Data update (refreshing) policies for each incoming attribuse;

Current surrogate key assignments and methodology of that;

¢ Data cleaning, formatting. Qltering and sorting:

s Populating data {or data mining (e.g.. interpret nulls, seale numerics etc.);
Data load information

e Target schema design, source-to-target (staging area 10 dala mart) data flows and
target data ownership;

DBMS load scripts;

e Aggregate definitions;

e Data (especial aggregate) usage statistics and potential improvements;
Audit, Job Logs and Documentation

Audit records (where exactly did this record come from and when?);

Data transform run time logs, success summuaries and time stamps;

Information about software (version numbers) and hardware (configuration);

= Sceurity setlings;

Conclusion.

Metadala is an important issuc in terms of descriptions. It describes (it should at
least) any vbject and any process dealing with these objects. It is very hard to define or
to show — this is meladata and that s nol. The content of metadata usually describes the
structure or nature of other data (the real ones), Metadata, for instance is ER diagram,
description of table structures, documentation of the program packages etc.

4. Relationships between Export, Transfer and Load.

As 1 have already mentioned data extraction, transformation and load are very
closely related to each other on the one hand (usually in the small projects) and these
parts could be very strictly separated on the other hand (large projects sometimes use
separate software products to manage data extraction, transformation, loading and
meladata in their entirety). Someumes it 1s really impossible to strictly separate which
piece of software or hardware belongs to one part of Data Staging and which one to
another. For instance, let us say we have just one data source system, which operates in
the Oracle. and data should be loaded in the Data Warchouse, which is developed 10 an
Oracle environment too, If hardware and software configuration allows creating a
database Tink between these two Oracle databases. then Data Staging could be just one
SQL staternent. Ol course, it is a very simplified example, but it 1s true:
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INSERT INTO CUSTUM DIMENSION

(

SELECT NEXTVAL.cust_seq cust_pk,

cust_1d.

cust_name,

TO _DATE(hirth date.”DD.MM.RRRR’) birth_date,
DECODE(sex.” 1, M",F) sex

FROM CUSTOMERS@SOQURCE

ORDER BY cust 1d )

And there we can see:

Data extraction: SELECT cust_id, cust_name. birth_date. sex
FROM CUSTOMERS@SOURCE
Data transformation: NEXTVAL.cust seq - surrogate

key generation
TO_DATE(birth_date.” DD.MM.RRRR")
adjustment

data format

DECODE(sex,” 1M "'F") — untfication
of code keys
ORDER BY cust_id - particular

record order
Data transportation: INSERT INTO CUSTUM_DIMENSION

It actually means that from the technical point of view Data Staging looks like
Figure §.

Dala staging Data
7,
sourccs Data area Data Warehouse
LLALS vement . Movemant .
S Y o L™
Extract and | Cleansing, Transformation.
transtormatien 1 ! transformation. addtion, update
‘ 1 sont s
rogramms | s0rling programms ! TOEramms
N N e

|

T 7-__&—"\\ \\
Qﬁlw Transportation tools }
-

ey

Figure §: Role of data transformation and transportation teels within a Data Staging process.
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5. Summary

As a conclusion I would say that Dats Staging is one of the main issues of the Data
Warchousing one must pay much attention to. Data Staging ceovers any action with data
starting trom extracting them from the source svstems and finishing with data loading
inte the presentation server {(Duata Wurchouse and’or Data Mart). Data Staging itself
docs not include data presentation. oy, data cannot be accessed by the end users from
tha Data Staging area. Data Access by end users 15 performed by other tools. Actions
that Do Staging performs are (at least. should be) very short in time. whereas the
developing of these processes could take much of time and many other resources.

The main tasks of Data Staging are 1) fast particular daty extraction frem the source
systems 2y lust data transformation, standardization and data quality  assurance
according to the business user requirements and 3) fast data loading into the target
according to the data model (usually dimensional) it requires.

Nowadays technelegies usually provide a range of possibilities to ensure fast
phvsical data processing and transportation — 1 would say. that should solve ull
problems regurding physical data extruction, moving them through the hardware
mfrastructure und loading them inte the data target, whatever thal may be. Besides that.
the logicyl side of data processing stitl should be taken into account. This part of the
data processing brings cut the timportance of the human sense or intelligence that should
be both the driver and supervisor of the manner in which data is managed. That means
Data Staging development requires additional special skills and experience in the data
management ared. In the case of Data Warchousing these special skills would be
dimensional data modelling and usage of and management of the metadata. It could be
reasonable to look toward some vendors that provide tools for the functionality just
mentioned (dirmensional data modelling and metadata management). In any case, it is
very good to have at least a theoretical hackground and understanding about how it
should work. On the one hand there is ne ready solution {software) that will satisfy vou
tor 100% of your needs, and on the other hand you will never develop that functionality
by yourself according to the budget, time and end user requirement restrictions. The
truth 15 always in the middle!

The main deliverables (in terms ol the metadata) of the Data Staging would be:

o Duta dictionary

e [ata mapping

< Data source to Data Staging area

o Data Staging area to data target
s Description ol the data transportation (extract, back-up and load)
» Data quanty cihecklist

o Data transtormation algorithms and audit trails

Conclusion

Regarding the fmancial industry. data extraction and consolidation s very
important w terms of completeness and accurateness, Only complete and accurate data
aive the right picture — common trends and aggregates.
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Aggregated information is usually passed to a company’s management. external
supervisors and auditors. Each of them requires special and very similar information.
They are different but comparable! Darta requirements are both regular and on demand.
This is a good way to show others that data is under control in one’s company,
especially it response times to irregular data requests are short enough.

Besides the commun trends financial institutions focus on particular individuals or
companies as well. Theretore data of the particular individua! can be evaluated in
relation with common trends only partly. The cther. the larger part of an evaluation 13
based on a client’s individual data — client proflile. Actually, such approach to data
analvsis is part of Customer Relationship Management (CRA), which 1s very important
for financial institutions. This is exactly the reason why data quality should be the best
possible. Banks, insurers and other financial industry players are markening themselves
as ones who are professionals in whom you can trust. And clients are expeciting an
adequate attitude: 5o, if you know cverything about my finances, why do you offer me
a Oold Credit card? My monthly income is by far insufficient to buy such a product!™
Such a situation comes trom unclean and in consistent data, and 1t leads to the customer
that doubts whether the bank is dealing with his many at a level that is professional
cnough.

6. Further research

Sequentially the next part after Data Staging is Database — either Data Warchouse,
Data Mart or by a special Data Mining tool predefined data struetures.

Developing the right Data Model and overall dala architecture strategy could be the
direction of the next research. This includes understunding the difference between
dimensional and traditiona]l OLTP design practices.

Since Data Model 1s developed data is coming in. Data Management is a very
important issuc as well. By Data Management 1 mean such things like data storage
solutions, fast data access problems and other problems similar to it. As data volumes
accumuiated by Data Wurchouse generally are extremely large. a technical and
architectural solution should be ready 1o process it This part of the Data Warchousing
definitely 15 a subject for following research as well,

As Data Warehousing products {reporting. analysing. data mining etc. tools) are
required by business. it 15 very close to the particular end users. Of course, every
company has its own specific requirements, but there are some common specificities
{rom industry to industry. Financial industry speciticities and possible solutions to them
are good area for research and for having key knowledge too.
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The {foundation of & metamodel based modelling tool 1y its flexible facihity to declaratively define
the modelling method, notation and tool support. One of the problems for such lools s generic
data representation by table. The paper proposes a method for declarative definition of a table
based on the logical metamodel. The most interesting aspeet of this definition is the specification
of element selection eriterion. Some pracucal examples of table specification by the described
method are also explained.

Key words: modelling tool, generic table editor, metamodel. editor defimtion.

1. Introduction

Today there are a lot of modelling tools on the market. Modelling tools are
designed to provide all that is necessary to support major arcas of modelling. including
business process modelling, object-oriented and component modelling with UMIL[1],
relational data modelling, and structured analvsis and design, ete. Why is il not
sufficient to use “hard-coded” modelling toels? Let us consider, for example, the
sttuation in business modelling. On the one hand there exist several well-known
business modelling languages (IDEF3[2]. ARIS[3] etc.), cach with a set of tools
supporting it. But there are also Actlivity diagrams in UML, whose main role now is to
serve business modelling. There is GRADLE BM [4]  a specialized language for
business modelling and simulation. Thus for the area of business modelling there is no
one best or most used language or tool, and each of them emphasizes its own aspects.
For example, GRADE BM presents very conventent facilitics for specifving performers
of a task and its tniggering conditions. However any new language feature does not
come for free, and the language becomes more complicated for use. Therefore one
universal business modelling language, which would support all wishes, would become
extremely difficult for use in simple cases. UML for this situation offers one ingenious
solution — stereotypes for adjusting the modelling language o a specific area. In many
cases the idea works perfectly, and it is well supporied in several tools including
GRADE. The latest version of UML - 1.4 extends the notion of stereotype. by assigning
tgged values to it and grouping stereotypes into profiles (thus actually extending the
metamodel). But currently no tool tully supports it and already a new version of UML
2.0 is coming with significant changes. particularly in the area of Activity diagrams.

The problem with flexible modeliing environment is even more urgent for domain-
speeitic modelling. where countless special notations are used for sepurate domains.

There are probably several wavs te solve such a problem.

You can develop a modelling toel specially for any specitic modelling method but
this way can be very time and cost consuming,
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You can make a ol as umversal as possible to support all needs. For example,
there is ARIS tool by IDS prof. Scheer. whose "home notation" 1s the ARIS BM
language. But it supports also the UMIL notation with Activity diagrams. as well as
numerous modifications of the main process notation via ¢EPC {office processes,
industrial processes ete). In general, ARIS tool can be characterised to be extremely
"wide”, with about 110 different types of disgrams, and tfrequently having about 100
different symboi types per diagram (most, in fact, are predelined stereotypes of the
basic ones). At the same time, there are practicaily no facilities for defining new
stereotypes. [n praciice such a universal ool is ditficult for use in simple cases.

An alternative way 13 a completely metamodel based generic modelling tool
{previously called metaCASE). Such a tool has no built-in modelling methodology. It
has to be filled up with specific metamodel and additional information io start
modelling something.

2. Metamodel Based Modelling Tool

In this paper some aspects of the metamodel based approach to building flexible
mwdelling environments are explamed. The metamodel concept has become popular in
recent years especially due e the principle used in UML definition [1]. What s a
metamode] in a metamodel based modelling tool? To put it in short. a metamode! is a
class diagram containing all modelling coneepts. their attributes and their relationships.
A metamodel based tool has no built-in modelling methodelogy. 1t has to be filled up
with specific metamodel and additional information to start modelling something.

An earlier alternative name for the approach is metaCASE. Let me mention the key
rescarch in this area. Perhaps, the first similar approuch has been made by Metaedit [5],
but for a Tong time its editor definition facilitics have been fairly limited. The latest
version named Metaedit+ now can support definttion of most used diagram types. but
via very restricted metamodelling features (non-graphical), the resulting diagrams
corresponding to the simplest concept of labelled directed graph. The most (lexible
definition facilittes (and some time ago, also the most popular in practice, but now the
tool 15 out of the market) seem to be offered by the Toolbuilder by Lincoln Software.
Being a typical metaCASE of the carly nineties, the approach is based on ER mode! for
deseribing the repository contents and on special extensions o ER notation tor defining
derived data objects which are in a one-to-one relation to objects in a graphical diagram.
A more academic approach is that proposed by Kogge [6], with a very flexible. but very
complicated and mainly procedural editor definition language. Other newer sumilar
approaches are proposed by ISIS GME 7], DOME [8] and Moses [9] projects, with
main emphasis {or creating environments for deomain-specific modelling in the
engineering world. The richest editor definition possibilities of them uare i GME.
several commercial modelling tools (ARIS by DS prof. Scheer, System Architect by
Popkin Software[10], ete.) use a similar approach internally. for easy customisation of
therr products, but their tool definition languages have never been made explicit.

The approach explained in this paper is in a sense a further development of the
above menuoned approaches. In this approach at first the domain metamode! of the
modelling area (logical metamode!) is built. Then the modelling method, netation and
toul support are defined declaranvely, by means of a special metamodelling
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A

environment. These activities also require exiension ot the metamodel (adding some
presentation classes). but it 1s not relevant to the purposes of this paper.

A very significant part of the tool support in metamodel based modelling tools 13
tlexible data representation thacilities. There are some main principles how data can be
represented in modelling tools:

» Diagrammatic,

s Hierarchical (e.g. “tres views™),

Data dictionaries,
Tables,

¢ Object editors,

Obviously the most popular data representation form {modelling notation) in any
domain now is diagram based. Therefore a very important part of the metamodel based
approach 15 the Editor Definition Language (EdADL) for a simple and convenient
definition of a wide spectrum of diagrammatic graphical editors [11. 12'. Nevertheless
not all information 1s convenient to represent by diagrams. There 1s also the necessity to
have a possibility in metamodel based medelling wols o define such facifities as
flexible model content browsing and flexible definition of an cditor for a single
metamode] class instance. Perhaps one of the most undervalued data representation
manper in modelling tools today is data representation by tahle. For example, in
Rarional Rose [13] UML tool, in real size models it s compheatad to browse through
packages and classes in the model tree. Frequently a package contains more than ten
class diagrams with ten to thirty classes in each. That leads to u situation where there are
hundreds of classes at one tree level and it is not easy to find the right one. It would be
reasonable to represent such uniform information not in hieracchical (tree) form but in
some easily configurable tabular form. Some tools (Svstem Awchitect) have something
like tables bur with a very restricted functionality {reports only). More or less usable in
practice tables are implemented in GRADE tool but they are “hard-coded™.

Although all of the data representations principles mentioned here are irteresting
problems in relation to metamodel based modelling tools, this is out of scope tor this
paper to explain all of them. The paper introduces a method for declarative definition of
atable. based on the logical metamodel.

Partly the deseribed approach has been developed within the BU ESPRIT project
ADDE [14],sce [13] for o preliminary report.

3. Generic Data Representation by Table

The foundation of a metamode] based modelling tool is its flextble facility to define
declaratively the modelling method. notation and tool support. One of the problems tur
such toels s generic data representation by table.

The paper proposes a meithod for table editor defimtion based on the logical
metamodel. Certainly. the logical metamodel for the selected modeiling method should
he defined before we start defimny any of the editors used fTor tie el This logical
structure is described by o UML cluss diagram [1]. Fig T shows an example of a logical
metamode) for UM class diagram (here the UM class metamudel 15 deseribed by a
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UML class diagram}). This example will be used in the paper to demonstrate the table
editor definition features.

_m 3 detoer -
[ vegastrmen | 3

. - gy PESzLL L
comamife 1 o] g Fawm vl
. . Armibute
Senetype Simeabype ot iz te .
name B rat ezt | ity * rpgent valve of
Aeanmion 1Al value
[ :‘Iau stereatype o4 poenaion sty
vt dlereslyps raTe o1 T —— """ Sdaing
wiatalrty -
ety ] *|btisute Pl
- ree af das opwrovon ot ras | of
a stocectme "as zperabor [0 lﬂr\b.rle".l 1 valye (01
Cleny | seuize
rams [ trom ulass
erogeriey
| descnpron targe!
* sralract G 1 '@ Hass
1t sa95c Jass
. T 1 basamt o oo
neraygze 000 FRIN flownme L ofumsscated  |dupenc g pends
ot subcan upeclasy ey o Targe
a3zt
L Bt —— has aneatype 'va mnﬂwgn
3 Mteechire 0 tfslermanme D1y g ggregal
P i biiad Taaee Lentan p nas 12§ crdeting
o A gerer 43&”“ T depeiny kas weg 3 ravgetle
ram wiger [ 1 dmoeeneng* (a5 vk ity
ras pereane destrniun
| qunet e
nay, ri = Duper dency Frocers
Geneai rarvin | I e b
3500 METE Flamnn rrlatan desrpten
saserzmon | p '

popether et ewnedEy C
v -[ran s rpe
—_ J— ;.,-sﬁmumt7

gantns | avsecusantnd
T [To name
utupicty |
orterng conraning o
: —_—
s slewyoe | walkibly 5

Figure [. Logical metamodel example (fragment)

A tabie editor definition for a new table starts with the selection of the domain
objects to be represented by the table. It should be emphasized that the logical
metamodel itsell is never modified during this process. Qur goal is to define the
corresponding table editor, which in this case should be able to present the selected sel
of metamodel class instances in a tabular form. For example, Fig.2 shows a table which
represents all instances of Class in some model. Classes are grouped by the association
owned by (“[s in Package” column in the table) and ordered by the Name attnibute.
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«* Table View - Class R Ol x]
F Objects - 13 [19] =
| |Name |Description |!smPackage* Al
Policy Claims |
| Policy_owner_d Claims :
; | Property claim this is desed Claims
Winess Claims [
Eore entities |
Policy Core entities
Insurance
l Claim Insurance
} Health claim Insurance __!
| Inswrance company Insutance
; Policy Insurance '
i Policy owner Insurance =
| "lndicates required field.
[Sorted by, Is in Package, Name iGrouped by Is in Package iz &

Frgure 2. Class table example

Definition of a table consists essentially of two sections: how and what data should

be represented. How — it means to define such things as:

* Table columns properties — the user should be allowed to define which columns

are visible in the table (based on the metamodel elements). For example, the
Class table in Fig.2 is configured to show three columns, which correspond to
two attributes (name and description) and on¢ association (owned_by) of the class
Class 10 the metamodel. Other attributes and associations of the Class are not
visible in this table. The user should be also able to define for each column in the
table such properties as column title. column edit mode (either it is allowed to do
in-place editing or some “native” object editor should be invoked), column
ordering and greuping {by which column(s) the table is ordered or grouped), ete.

Prompting/display form for associations — it is a very important feature to make
the table more usable for end users. For example, the association column
owned by for the table in Fig.2 is defined to be shown as the value of the attribute
name of Package. In other words. it is the facility to define the text assembly
rules for columns. which correspond to associations in the metamodel. The user
can define the text to display as a concatenation of segments, each consisting of a
constant prefix. a variable part and a constant suffix. Each vaniable part is defined
as the object attribute value located at the end of the chain defined by associations
(for example. Class.owned by.name). The Association chain may be empty. or 1t
must start at the metamodel class corresponding to the objects in the table.
Attribute must belong to the metamodel class at the end object of the associations
chain.
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o Navigation facilities for objects, attributes and associations — what to do in
responsc to user activities. For example, what to do on single or double mouse
click on some object attribute or association.

e Popup menu configuration — when defining popup menus for table objects the
user should be allowed to define menu tems at least for the following dctions:
create w new object (for example, "New Class™), defere the objeet represented in
the table. open an object viewer/editor {"Properties...” )., copy and puste., excetiie
any other program. elc.

The above described facilities for table definition allow the user to define nearly

any reasonable table form for practical use.

The second part of the definition of the table 15 used to specify what data should be
represented by the table. The specification of the element selection criterion (selection
rule) is the most non-trivial and the most interesting aspect of the table definition. A
selection rute can be specified, saying which of the possible instances actually must
appear in the table. To be short, a sclection rule is a Boolean expression (AND, OR.
NOTY on link conditions (specifying Lhat a certain sequence of metamodel associations
must ik the given object 1o another object} and attribute value conditions (defined by
an association chan, atinbute at its end and a fixed allnbute value). The actual
cxpression language conlains some more details  (including simple  existential
quantiiers).

Lxamine one more example of the table. Let's assume that we need to define a table
which contains Stercotypes of Classes, which are contained in vne concrete Package
and these Stereolypes deo not have Tag delinition (see Fig.1). There are languages
where 1t 1s possible to define selections or assertions of such a kind. Such languages. for
example, are Object Querv Language {OQL[16]), which 15 used [or querying an Object
Database or Object Constraint Language (OCL[1]). which is used in the UML to
specify the well-Tormedness rules ol the melaclasses comprising the UML metamodel.
In QL and OCL the above mentioned selection crilerion can be writlten as (where the
concrete Package 1s given by the parameter curr_package):

[n OQL: seleet st frum Stereatype st
where curr_pacikage tn ststercotype of class.owned_by
andthen s undefined{st.contains)
In OCL: scltistercotype_of cluss.owned _by-=exists(pek: Package |
pek - cwrr package) and selflcontains-=[sEmptyl)

However in practice both these languages are diffieult to use for declaraiive
definition of the tables. OQL is a very powertul and extensive language. OCL is a very
concise and rather complicated 10 use language and it 15 not intended lor querying but
for specifying static constraints in a metamodel. In order to use OQL or OCL you necd
to krow precise semantics ol the languages.

Let’s say, that the paper preposes a method to specity a selection rule lor a table,
which is a “reasonable subset™ of OQL or OCL witih a graphical realization (see Fip 3).
“Reasonable subset™ in this case meuns — such a subset. which s sufficient for practical
use and allows also an elficient implementation.
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" Select Condition

= Stereotype a !
= contains -> Tag_definition
B [ sterectype_of_class -> Class
m®
LT has_attnbute > Attribute
[™ has_operation -» Opeiation
[ has_tagged_value > Taggedvalue

BB R

- 4 Bl source -» Binarptissociation

' # 7 taget -» BinaryAzsociation _‘_’!
e | LI
AT :

DK Cancel | Help

Figure 3. Selection criterion defimtion example

The defimtion of the selection rule i1s done by tree. The tree is some view
(tfragment) of the metamodel where the reot node corresponds to the metamodel cluss
tor which we want to define the table (in our example the Sterenfipe class). Every next
level of the tree contains nedes {classes) which are linked in the metamodel with
associations to the parent node (class) in the tree. Fig.3 gives an example of such a tree
where the above mentioned selectiion enterion is delfined. The tree row marked by the
red "minus” sign means that there might not be a link to a Tag definition instance.

In other words, according to this approach it ts possible in an easy. usable manner
10 compose textual selection expression, which 1s based on metamode! elements. We
can also specily some additional constraints for attribute values for classes.

It should be emphasized, that unlike OQL or OCL, in the proposed method it is not
important to “know™ such technical issues as cardinalities of associations or kind of
collections (bag. set, list in OQL or bag. set, sequence in QCL). Theretore the proposed
method is easy to use in practice. Practical experiments have demonstrated that the
described metamodel based table detinition method has 4 realistic implementation and
can reach an industrial quality of the defined editors.

4. Conclusions

The approach to table definition described in this paper permits us to deline nearly
any reasonable table for practical use, and the described method also allows an efficient
mmplementation (in the sense of run-time necessary to build the tahles from real amounts
ol data). Practical experiments have demonstrated that the tuble editors ovtained by the
described defimition method can reach an industrial quality. However this approach can
be made sigmficantly more umversal and applicable not only to tables but also for other
similar diata represeniations, sinee i 18 wenerally accepted that a metamodel (class
diagram) can be used tor describing the logical structure of nearly any system.
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Nonditferentiable Optimization Based Algorithm for Graph
Ratio-Cut Partitioning
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We propose a new methad for finding the minimum ratio-cut of a graph. Ratio-cut is an NP-hard
problem far which the best previously known slgorithm gives an O(log n)-fuctor approximation
oy solving its dually related maximum concurrent tlow problem. We formulate the minimum
ratio-cut as a certain nonditterentiable aptimization preblem. and show that the global minimum
of the optimization problem 1s equal to the minimum ratio-cut. Moreover, we provide strong
symbelic computation based evidence that any strict local mmirmum gives an approximation by a
tuctor of 2. We alsu give an cfficient heuristic algorithm tor finding a local minimum of the
proposcd optimization problem based on standard nonditterentiable optimization methods and
evaluate its performance on several families of graphs. We achieve Ola'") cxperimentally
obtained running trme on these graphs,

Key words: yraphs. heuristic graph algorithms, minimum ratio-cut.

Introduction

Balanced cuts of a graph are difficult computation problems that are important both
in theory and practice. Ratio-cut is the most fundamental one since most of the others
meluding minimum guolient cut, mmmum bisection, and multi-way cuts, can be casily
approximated using it [11, 17]. Also severul other tmportant approximation algorithms,
such as crossing number and minimum cut lincar arrangement are based eon the ratio-cuat
[11]. Ratie-ct has many practical applications, the most important being VYL S1 design,
clustering and partitionung [20, 12, 1].

Since ratio-cut is an NP-hard problem [13], we must seek approximation algorithms
1 solve 1t mn practically reasonable tnme. Many puorely heuristic algorithms were
developed [20, 22, 18, 6] most of them relying on sunulated annealing, spectral methods
or iterative movement of nodes from one side of the partiton to the other. A comumon

multi-scale graph representation usually obtained by edge contraction. At first a
partition at the coarsest scale 1s obtained and then refined to a more detailed one by ane
of mentioned algorithms. Although these algonthms may perform well in practice, no
uptimality bounds are known for them.

The best previously known algorithm with proven optimality bounds finds an O
i‘og m)-factor approximation, where # s the number of nodes i the graph. 1t 1s based on
reduction of the ratio-cut problem to the multi-commodity flow problem, which can be
solved with polynomial time linear programming methods. Unfortunately, this methed
is not practical. since the resulting linear program is of quadratic size of the number of
nodes 1 the graph and cannot be solved etfictently. Then, approximation algorithmis
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[15, 16, 10, 21] were discovered for the multi-comumodity tlow problem itself making
this appreach usable in practce. Several heuristic implementations [15, 9, 21] are based
on this idea, some of them quite effective and practical. The most elaborate one [9] can
deal with up to 100000-node graphs in reasonable time.

In this paper we propose a new way of finding the minimum ratio-cut of a graph.
We construct a nondifferentiable optimization problem whose minimum solution equals
the mininum ratio-cut value and use nonlinear programming methods to search for it.
Sinee the problem 1s non-convex, we may find only a local mimmum. However, we
show that any strict local minimum gives us a factor of 2 approximate cut. For that
purpose we introduce a notion of locally minimal ratio cut for which no subset ol nodes
taken from one side of the cut and moved to the other side decrease the cul value. We
establish a one-to-one correspondence belween strictly locally minimal cuts and strniet
local minuma of the proposed optimization problem.

The reduction of an NP-hard discrete problem (o a continuous one 15 not a novel
idea. For example the maximum clique problem of a graph can also be stated as an
optimization problem [24] and numerical oplimization methoeds [ur linding the optimum
may be used. However, for the maximum clique problem ne optimality bounds of a
local mimimum are known.

To show that our miethod is practical we present an efficient heuristic algorithm for
finding a local minimum of the proposed problem, which is based on the standard
methods of nondilferentiable optimization and analyze its performance on several
familtes of graphs. With the proposed method we can find a good partition of 200000-
node graphs in less than one hour.

Problem Formulation

We are dealing with an undireeted graph & = (F, £), where Jis its node sel and £ 1s
s edge set. The nodes ol the graph are rdentified by natural numbers from 1 1o /. Each
node { has a weight o = G, and each edge (4, j) has a capacity ¢; 2 0, sausfying the
properties ¢; = ¢, ¢ — 0. We define ¢; = 0 when there 1 no edge (i, /) in G. We assume
that there are at least two nodes with non-zero weights. (4. 4 denotes a cut that
separates a sct of nodes A from its complement A" = F\ 4. The capacity of the cut ({4,
4" 1s the sum of edge capacities between 4 and A" The ratio of the cut R(4, 4D s
defined as tollows

RUAL A"y = Crd, AY "
o d - d,
1A [EX

We will focus on finding the minimum ratio-cut ie. the cut (4. 4 with the
mirimum ratio over all non-empty 4, 4"

Definition 1. A cut (4. 4" is locally minimal if for all non-empty L' A U # A
Rid, A < Rt AU {Ayand for all non-emipty 17 A4, U £ A% RAL A <R (4 e,
AL Similady we call a ratio-cut strictly locally minimal if strict inequalities hold in
this definition.
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Ratio-Cut as an Optimization Problem

We can assign a varable v,€ R 0 each node 7 and consider the following
optimization problem over x from R".

min Fx) = ZCU‘I‘ ﬁx,l ()
igob
subject to [#(x) = Zd;cfj!,\'!- -xfl =1 {3
il
Zx, =0. {H
i

We are going to show that this eptimization problem s equivalent to the ratio-cut
problem i the sense described below.

Definition 2. A characteristic vector ¥ for a cut (4. 47 is defined such that its
components

L Jaitic 4
b ified where ®
1 |41, 1 | 4
o _?Zd 2 DYDY 7
A i

{t is straighttorward from this definition that for a cut (4. 47 x" satisfies the
constraints (3, 4), and Flx") = R(4. 4.

Definition 3. For some feasible v and some p € R we call the cul (P. P') positional.
WP =i|x;<pi. Pr=Fy P and both P and P are non-emply. The ratio of this cut Ra{x)
= R{F. P). For a fixed x we can speak of minimum positional cut Ra(x) over all
possible positional cuts obtained for different p:

Ru:u( )7' n“nR ( )

peR

Theorem 1. For each feasible x” of (2, 3, 4) Fix) 2 R u(x' ) Also F(x7) > Rodx)
11 there are at least two pomuonal cuts with different values.

Proof. Let us partition all nodes into three sets U7 U5, U as follows,

. *
min.x,
!

ya o MIN X,
e, >

Uy =1 XM ;

s bl -

Us=18ix > )
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[f {/; is emply there is exacily one positional cut, x* is in the form of characteristic
vector and F(x ) = Ryi{x ) that concludes this proot, otherwise define

¥ o= min x; .

o, r,

We create a sub-prablem ol (2. 3

. 4} by reducing the original one to a new variable
VT L)
min £,00 - 2 Z ul"" - vl|+ ZC vy,
IS A
Za,, R T (6)
weliy jol

subject to

1= a —}'1|+ Zd{.djl}’} + !J- =yl r
e, el el
Zdﬂ' |1,f +:’ Ya| t P, (7
it
\Ll‘l | oJya + s - ()

. .
where constants [, =x; — 15,

Next, we further restrict it with 11 <35 <y, and can drop the absolute value signs:

min £-(y) = 2 ZC_;J-(.\"E — v+ ZQ,-(}"; + !j -y +

[ XSS TH AN 1l ety
Doyl -y K, (9)
fLy fel’s

subject o

_ 2 leii(]f("):‘: —11)"‘ Zded;(,":}"[‘; _}“1) -
:'{,'-\,;:’Ll ol

el el

Ddd, (vl =) P (10)
ezl el
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Uil + |Uz

¥ Sy Ty {12}

Yot lU_‘»i)'s =0, (n

We have obtained a locally equivalent linear program in the sense that for v the
constraints (10, 11, 12) are satisfied and Flx") = F5(07). Also, il we can find a better
solution for (9-12) we can substitute the result back 1o the original problem giving a
better feasible solution for it.

From the linear programming theory it 15 known that we can find the optimal
solution by examining the vertices of the polvtope defined by the constraints — in our
case thal means when one of the inequalities in (12) is satistied as equality Let us
examine both cases:
case y; =yt
H:_ (1’:,_1’1._1’;) =

e N
2 (=) Ddd+ D dd, ‘+ Dddl+ D> ddil +P| -
il L ielfy el 4o ild el il fealiy !
=2(v-v)  D.dd, =L -1,
el UL, el '
where L — 2 Zd:d,l; s P,
iU ol .

Fa vy =20 (vs — ) ZC:; + Z SRS

ialhUisy jetss sl Uty ety

By substituting y5 — ¥, from previous equation we get

|- L
Falynviss) - - c, + cd + K-
l Zd.d,. ._,,.UUZ o o UZ‘ . ‘L,_"
‘ LUV ety i Ul el
feld UL et
(O =-LyRU, U U, U+ B
wherc B=2 Zc..{' + K.

il
feld Ly gel’s

Case ¥y = 3y
Similacly we gelt £~ (v, )= (1= LY R{L,. Us U o+ B,

We chose the solution v with v, = v iF R(LT U 0o L) < RIE,. L U Ly,
otherwise choose the solution with ya = vy [Uis evident that i both these ratio costs are
non-equal we get a strictly smialier function value, We substtute the solution back o
the original problem obtaining a new x. v is a feasible solution of (2, 3.4) witlt a smaller
or equal lunction value and the set U: merged to U or T We repeat the described
process until O 15 empty.

Let us analyze the resulting v and sets &) and L7 We have F{x) = R(L). L) where
10, L) is some positional cut of © (in fagt the minimal enel. hence Fix') = Fx) 2
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Rounlx’ ). 1 we had some non-cqual culs compared during the process, we would have a
strict decrease i the function and hence the sccond statement of the theorem holds.
T
Definition 4. A feasible £ is a local minimum of (2, 3. 23 if there exists £ > 0 such
that F(x) < #(¢) for each x satislving (3, $yand | x— 1" | -
Definition 5. A feasible v is a strict local minimum ol (2, 3, 4) if there exists £ > 0
such that F(x7) < FLoy Jor each x = 3 satistving (3. Hand v - ~e.

<.

Thearem 2. Cach strict local minimum x of (2.3, )15 in the form v =7 for some
cut (A, 0.

Proof. We need o prove that in a strict focal minimum the expression (3) holds {or
seme g oand hooand the correct values for o and b are guaranteed by the constraints (3)
and (4). Assume to the contrarv that there are more than two disiinet values for the
components ol x. We form the reduced problem as in Theorem 1 obtaining equations
(9-- 23 We are able o do that sinee L3 18 non-cinpty due to our assumpuion,

From the lincor programming theory a sirict local minimum can oaly be on the
vertex of the polylope defined by the constraints (10 — 12). however in our casc )
cinnot be on the vertex since the constraints where equality holds at 3" are less then Lhe
number of variables, Consequentiv. v cannort be a strict local minimum for the original
problem. Hence our assumption is false and the theorem is proven.

There is one-o-one corresnondence belween strictly locallv minimal cuts and strict
local miniminns 02, 3.3) s stated in the fellowing theorem.

Theorem 3, x iy i strict local minimum of (2, 3.4 if and only 1f x 18 a charactenstic
vector ol some stnictly locully mintmal cut (A, A7),

Proof. first we prove tnatl the characteristic vector x” of a strictly locally minimal
cut (4, A7) correspends o a strict local mimmum of (2, 3. 4) Assume 1o the contrary
that x* is not a strict local minimum point; then by Delinilion 3 there exisls an arbitrary
smail vector 1= 0 that leads to smalier or equal feasible solution .« - e L Flo < R
Bv the nawure of the constraints (3, 4) there will be at least two positional cuts of x. and
sinee rwas sulficiently small. one ol them s (4, 47).

There are two cases:

n there cxists a positional cot R {x) with value not cqual to Rif. AN Then by
Fheorem 1 there is a positienal cut with value R {x) < Fla) < Fooh R 1)
which divides the nodes nto sets (4 and {25 Since £ was sufticiently small, both 1
and L5 cannot contain nodes from both sets A und A" oo enther LoeC 4o U o
AL or Us o or Uy A7 contradicting the locul minimality of (4, 47) by
Iyefinition 1.

(i} all positionul cuts of v are of the same value. Let us cheose some positional cut (U7,
La) = 14, A" And again. since we can choose ¢ small enough. either L7, 4, or
U A or i 4, or U 47 whieh contradicts steiet local optimality of (4, 47)
by Defimtion 1.

n

Secondly. we prove that ecch strict local minimum v of (2, 3. 4) 15 1n the form of o
churacteristic vector ol strictly Jocally mimmal cut. From Theorem 2 we have that cach
strict focal minimum is in the form of a charactenstic vector x7 of some cut (4, 47). We
need o show that this cut 15 sirictly locaily mimmal. Assume to the conirary that there
exisl S o 4SS0 A4S 20 or which R4S 4 1) ) = R 4D Denote &~ 44 S,
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L.ct us repeat the construction from ihe proof of Theorem 1 taking the sets &, U and &
as 8, UL A" correspondingly. We obtain equations (9 — 12) and v with v, = va. From
Definition 5 cach small move iereases the function. Let us take such feasible move ¢
that does not destroy the groups L7, U and U5 but separates L. [tom L-0 Let 1 be the
projection of fonto the sets U5, U Uy te ' = (e kel i ipelsjrely Letus
denote " — y + .3 v+ ar where o 1s chosen such that 12 vy Since the constraints
(10, 11) are linear and they have the same value for v and v, they will have the same
value tor v, which is a lnear combination of v and 3. Obviousiy ' satisiies the
constraint (12). Similar arguments hold for the function: since F.(1") > F.(3), also
F.(371 > Fo(y) from the linearity of (9). From v we can go back to the wriginal problem
and abtain ¥, which is a characteristic vector of the cut ¢ 5.4 1 §). Since Ay -~
(4vy=Tand Fx) = F(/ ) > Fa(3) = R4, 40 RUEE S0 1 85 = R 7)Y which
contradicts our assumption.

]

We shall note that also for each non-sirictly minimal ratio cut, its characteristic
vector x ' gives a local minimum of the function, however the converse is not true. There
exist non=strict local minima ot (2. 3. 4) with the function vaiue not equal to any locally
minimal cut value. In Fig. 3 a graph and thetr node coordinates in a lecal minimum of
(2. 3. 4y are shown. It is a tecul mimmum because ne small move gives o decreased
positional cut or a hetter function value. But none of its positional cuts are locally
minumnal.

Theorem 4. The minimum ratio-cut £ 15 equel to the optimum solution of (2,
34

Proof. From Theorem 1 Fix3 = R..(x) = R. For the characteristic vector x7 of the
minimum ratio cut Fix'y - R The claim Tollows iminediately. =

Theorem 5. Lach iocally minimal cut (4, 47) 1s not greater than two times the
minimun ratio cut.

Proof, Let us denote the optimal cut (B. B"). We form four sets ANB. ANE, A'TE,
A'NE shown in Fig. 1 From Definition 1 the ratio ot each of the cuts Oy~ (ANB, -
ANEY, Co=(4NB, V- ANBY. Gy —(ANB. V. ANB). Cy=(4NB. ¥V - AN 1s al
least as laree as ratio of ¢y = (A, Ay and Cs; —{B. B').

We form a full graph by taking each of the sets ANE, ANE. ANH, 4'TE as the
aodes of the graph and ussign edge capacitics as the sum of all edge capacities in the
ariginal graph between the corresponding sets. We oolain

oto T T B
di(d,+d,+d,)’ d(d, ~dy+d))

Cy T Oy T C,—¢, T

R_: - N 2
dy(d, +d, +dy)

-

-

3

dyld +d+dy)
Uy — &, H o5 H g Ty Tyt

(dy +d)dy = dy)

4

(o el = d)) ’

Ro=Rya Ra=Rp Ru=Res Ro2 R,
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Fig. 1 Tustration ot the proof of Theorem 5.

R -
And the statement of the theorem o be proven translates to L

< 2 We verified
2
this using symbolical computation in Mathemauca 34.0. See Appendix A for details.

A
Corollary 6. Euch strict lecal minimum of {2, 3, 4) is not greater than two fimes the
rumum ratio cul.

The proof s strasghnlorward from Theorem 3 and Theorem 3
The bound of T

heorem 3 15 tight; the graph with 4 nodes shiown in Fig. 2 achieves
this bound. One can make larger exumples casily by substituting any connected graph
with sufliciently high edge cupacities i place of the nodes of the given graph.

The Algorithm

In this sectinn we present a heuristic algorithm based on standard nondifferentiable
optimization methods for finding a local mintmum of (2, 3). Finding the minimum of a
nondi{terentiable tunction is one of several well-explored nonlinear programming topics
[3, 23]. One of the possibilities 15 to approximate the nondifferentiable tunction with a

1

——— = —

T
‘/—\\/ T \/—\
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T R q
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N N A !
i 1 1 '
M N

l | T
| 1 ) - -
N 7N - ~ -
I e 1)
\\. // \“\

L
A
1

Fieo 20 A eraph achieving Fig 30A graph with assigned node coerdinates
the boundwry of Theorem 3 m a local minimum of (2. 3

23 ) where no

positenal cut is locally minimul.
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smooth one and apply one of the well-known algoritnms te find s local minimum [3.
3]. Often a better appreach 1s o handle 1t directly. Indeed. in vur case we oblain a very
simple and tast algorithm.

Most of the optimizuation theory deals with convex problems for which algorithms
with proven convergence can be developed. Many of these methods also work for non-
convex functions (inding a local minimum. However, then the convergence cannot he
shown or can be shown only in a local neighborhood of some local minimum which s
not satisfactory in our case. The very busic aigorithm of nondifferentiable optimization
is a subgradient algorithm [5, 23], We will adopt it tor solving our problem. Since we
apply 1t W a non-cenvex problem, it should be considered mostly as heuristic, however
aractice shows that it actually converges to a bocal muinimum of our problem.

The algorithm 1s an iterative one. The iteration of the algorithm consists of going in
ihe negative direction of a subgradient of the {unction by a fixed step and then
performing & projection onto the constraint (33 The constraint (4) was intraduced for
technical reasons required in proofs and may be noi considerad in the algonthm.

An appropriate subgradient g of £ can be calculated with the following equation lor

ils components
e Z( sstgny, X)),

Je¥
J Lx>0
where sign(v) = 4 0, x =0 .
1 —1.x<0

Choosing the nght step size is crucial for the convergence speed. Gur heuristic
ohservation is that 1t should be preportional to the node spread. We choose the siep
equal o atepFanior * (Y, — Yook Where 3TepFacso < s some parameter. Initially
smepFacoor — 1/14. Its update during the algorithm is be discussed later. The
nrojection 1s performed by voing in the direction ol a subgradient of the constraint until
the constrmnt 1s reached. For the constraint f7 we can write 11s subgradient » in a
different form to allow its faster evaluation

r, - a',.Zc.",Sign[.t‘; -x,) = di Zd_, - Zd;),
b

foxpeat fag=ar

1t we sort the x, values and consider them in increasing arder, then the needed sums
can be updated ncrementally leading to linear time evaluation (not counting ihe
sorting). To perfunm the projection we need to caleulate the step length towards the
constraint. To simplify the caleulations we will assume that the ordering of v, wiil not
change during the projection. Then the constramt function /7 becomes fimear and the
desired step can be castly caleulated Trom the inear equation defined us the poimnt of
value | on the ray defined by the subgradient from the current point, In the case of unit
node weights our assumption s fultitled. Fo see this we must observe that the step n
Jwtunction will atways lead to a point with /<01 Then, if we ave umit node welyhts,
roete forall fand A satistving v, < v, so after the projection the distance between them
can only acrease thus keeping the same ordering. For the case of arbitrary node weights
such an algonthm gives a usable approximation of the projection step length,
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The whole algorithm starts with a random inwalization. We assign a random
position for cach node such that /< 1 and then perform a projection to abtain a feasible
starting position. We experimented also with several other initializations, but obtained
signtficant improvements eniy for tree graphs. Since the optimal cut for trees can be
found in linear time. we can construct a starting position that reveals it and the
algorithm will only perform a few iterations to confirm that the solution does not
improve. Henee to get a comprehensive picture of the algorithm behavior we decided to
consider random initialization only.

After the imualization we perform iterations until convergence. To tell when the
process 15 converged we track the mimimum positional cut values obtuned at cach
teration. The same values will also tell us how to change the siep size parameter
stepFactor. If the new cut value 1s lower than the previous one. then we are making
progress and we should continue with the same step size. [ the value is higher than the
previous one, then the step size 15 too large. If the cut docs not change, then we have
clue that the process hus converged. Of course we do not hurry to make decisions only
from one iteration. Instead we wait for a certain number of iterations controlled by the
constants MAX CQSCILIATIONS and MAX EQUAT  before making the decision.
Such a delay also improves the convergence speed by allowing to iterate longer with o
larger step size

To determine the positional cut value at each iteration, we proceed as {ollows. We
consider the sorted sequence of nodes. caleulate the positional cut in cach interval
between two consecutive nodes. and take the mimmum one. We can do it incrementally
on the sorted sequence in time Oz - m) provided by the sorting, where m is the number
of edges in the graph.

As suggested in one of the exercises in [S], the performance of this algorithm can he
improved by tzking the previeous directions into account. We add the previous direction
to the current one reduced by some constant REDUCTION FACUUR between Oand 1. 1t
models a heavy ball motion in the presence of a torce in the direcuion of the subgradient.
In our experiments such a medilication with REDUCTLCN PACTCR = 0,95
perlormed substanually better.

All the steps described betore can be implemented to run in time Ofx + m). Adding
the tme needed for sorting the nodes one ueration takes time O(w — # log #), The
number of iterations 15 hard to estimate so we will provide experimental data in the next
sections. The constants MAX OSTILLATICNS and MAX EQUAL  have the most
mnpact on the iteration count and also on the quahty of the obtained cut. So we must
select them carefully. After some experimentation we chose MAX EQUAL = 200 and
MAX OSCILLATIONS = 30.

algeorithm rs7ilc-cut
caleulate 2 randon Zeasible iniiizl position
acam = 0
aszillacicnCountor =~ 0
emuallicylountzar = 0
stepFacuor = L/%4
while (ogualiiylounter « 105K EQUAL)
- acu
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Acum o= acum f RFDUCTION _FACTOR - d
1f (minimun sositlonal cut value has increased In tnis

iteratlion)
equailtyCounter - &
osclllationCounter ++
or else (minimum positicnal cut wvalue has decreased in
this izeration)
egualityCeunter = 0
or else
egualityCounter =+
if (oscillaticonCounter > MAX _CSCTILATIONS)
stepFactor /= 1.3
oscillationCounter = 0O

endwhile
end

function directicn (=)

¢ = subgradienc (x)
5Ter = (Frax - Xn.q) * stepFactor

.~ x + d*step
: ~rion of x. on the constraint

end

The Data

We evalualed the proposed algorithm on three familics of graphs: random cubic
araphs, random geometric graphs and random trees. We considered only graphs with
unit weight nodes and edges.

Rundom cubic graphs are potentialiv hard for ratio-cut algorithms. because in [11]
il was shown thut there is actually an O(log #) gap between the mumimum rativ-cul and
the maximum concurrent flow on these graphs, We gencrale them using the afgorithim
provided in [14].

Rundom geometric graphs are stardard test suite for balanced cut problems used in
several papers [9, 22]. To generate a geometric graph we place the nodes of the graph
randomiv in the unit square. Then we include an edge belween each of two nodes that
are within distance & in the graph. where J 1s the minimum value such that the resulting
graph s connected.

Tree graphs are seenungly easy graphs becausc their optimal ralio-cut can be
caleulated in hinear time, Also it is not hard to show that onlbv one local minimum ¢xists
for the corresponding optimizaiion prohlem, Nevertheless, 11 is an interesting famnly
since our experiments indicate o slow convergence of vur algorithm on these graphs.
Also, we can compire our result with the optumal one. We generate random trees with
the ¢lassical alvorithm. where cach tree s produced with the same probabihty. This
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algorithm produces long and skinnoy trees, which are particularly difficult for our
algorithm.

Experimental Results

We implemented the algorithm in C++ and evaluated its performance on a
computer equipped with a Pentium [11 800 Milz processor and 236 Mbytes of RAM.
For each graph family we meuasured the running time in seconds. the number of
iterations and the quality of the produced cuts. Since we did not know the exact cut
values for random and geometric graphs, we evaluated how much (he ratio-cut value
decreases when we continue the algorithm for the same number of iterations as
performed belore termunation. Measunng ihe deercase of the ratio-cut value we can
estimate how far the result is from the optimal.

The algorithm was run on a series of graphs of exponenually increasing size from
100 up to 204800 nodes. Ten graphs were generated for each size and the results were
averaged. The average node degree for all graph families is constant. Although we
cannot specify the degree explicitly for geometric graphs, due to their nature it was
about 10 on al! instances. The experimental results are given in tables [-3. For cach
graph size tables show the iteration count. the running time, the obtained ratio-cut value
and the improved ratio-cut value when the iteration count 13 doubled. For tree graphs the
optimal ratio-cut value is shown also. Let us discuss the results separately for each
graph family.

Cubic Graphs

Although these graphs were suggested as ditficult. the algorithm performed very
well on them. It took on average about 33 minutes to partition the 204800 node graphs.
The running time dependence on the graph size is shown in Fig. 4. When we
approximated the running time with a (unction in a form O(x") we get the asymptotical
running time about O(n' ) on these graphs.

The algonthm scems to find a very close to optimal cul since after doubling the
iteration count, the quality increased only by less than 0.4%. Even more. the quality
improved for the larger graphs approaching 1 {see Fig. 7). Such behavior is not
surprising since 1t 1s not hard w prove that the ratio of a cut (4, A7 of a randon cubic

.

graph is on average independently of the sizes of 4 and A (a similar proof lor

"
seneral random graphs s presented in [20]). Then s unbikely that the minimum ratio
cut will be much different from this average value.

=
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Geometric Graphs

The algorithm performed very well on these graphs both in terms of speed and
quality. It took on average about 1 hour o partition the 204800 node ¢ ;p} “he

running time dependence on the eraph size 1s shown in Figo 5 The asympieucal

running time behavior on these graphs was aboul O™y, Afler doubling the iteration
count the quality inereased by less than 3%, (sce Fig. 8). Also visually the cuts seamed
the best possible, Fig, 10 shows a typical cut of a 10000-node graph.
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Tree Graphs

The running time for trees was better than for other families. The largest graphs
were partitioned 1 about 20 minutes. The munning time dependence on the graph size 15
shown in Fig. 6. The asymptotical running time vn these graphs was about O(z').
tlowever the quality was poor. As shown in Fig. 11 the obtained cuts were far from the
optimal and the quality decreased with increasing graph size. Also doubling the iteration
count showed 10% to 20% quality improvement {see Fig. 9).

B4CC 25600 132400

graph size

Fig J4. The obtained cut for a 10000-node Fig. [l Optimality for tree graphs
geometne graph.

When we explered further the reason for the poor behavior. we found out that
convergence 1s much slower than for other graph families and the stopping criterion
does not work correctly n this case. When we allowed the algorithm to run for a
sufficiently long time. it always found the optimum solution. However we did not find a
robust stopping criterion that correctly works with tree graphs and does not increase
running time much for other graph tamilies. As already mentioned. a smarter
initialization can be used to improve the quality of the partition if such tree or tree-like
graphs are comnmon for some application.

Conclusions and Open Problems

We have proposed a nondifferentiable optimization based methed for solving the
ratio-cut problem and presented a beuristic algorithm implementing 1€, We have shown
that any strict lecal mimmum 15 2-optimal. The presented algoritnm, however, in certain
cases can tind @ non-strict minimum, but we can eastly transform the obtained v vector
into the charactenistic form. Then the aigorithm can be run again from this starting
position and this process can be werated untl the result does not change giving a locally
murimal cut. which by Theorem 3 15 2-optimal.

The obtaned algorithm 1s simple and fast and uses an amount of memory that 13
proportonal o the size of the graph. s running tine and quality are venlied
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experimentally. Its practical running time is about Qs ") on our test data. The
algorithm produces high quality cuts on random cubic and geometric graphs. On trees
and other very sparse graphs the gquality can be significantly improved by chouosing a
better starting position than u random one. We evaluated the algorithm on artificially
penerated data, As further study it would be important to evaluaie its performance on
real-life problems.

Although the algorithm performed well on most graphs, it s heuristic anyway. [s it
2n open question whether we can find a local minimum of (2, 3. 4) in polynomial tne?
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Appendix A — Justification of Theorem 2.

Unfortunately all attempts proving this theorem anulvtically fatled. We succeeded
only in some special cases when all nodes or all edges have unit weight, Therefore we
resoried Lo a Tcomputer assisted prool™
The equalitios can be equivalently written as:
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I
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Since all the Inequalities do not change when we muitiply all . with some constant.

we can choose this constant such, that R- = 1. Solving this eguainty tor ¢ und
substituting the result into the incqualities we obrain.

Given:

G G — g g0 th

o Ci— g —di Ty g 7 0 {2)

Ly —(Co—ds— g™ 1y g_:Zﬂ (3)
Cl_L;‘L:—g_‘,—AL’g—iQ\ZU [‘H

Qegn T HE i (5)

pfﬂ\ (o5

B R LS R T ] {fh)

This 15 the sume as proving tha {1H(3) together with the negation of (&) can never
be satished Tor any values of the wvolved vanables. Lot us also remember that the
variables come (rom node weights and edge capacilies that are nennegutive. We can
further require that g, are strictly positive; in the opposite case the prool 1s casv. We
serified thot these inequalities have ne solution with several numerieal solvers, however
that does not guarantee the correctness due to numerical errors. Therefore we used the
Cylindrical Algebraic Decomposition methed implemented in Mathematica 4.0 1o
verlty the inequalities using symbolic compuiation. The running ame ol the Cvlindrical
Algebrate Decomposition algorithm 1s inherently doubly exponential; hence we had o
transtorm the imequalities and write suppoarting [unciions to obtain resulis in practically
reasonable time. Using symbolic computation we can be certain, it Mathematica has no
implementation bugs. our conjeclure holds.

The Mathematica 4.0 notebook o veridy these megualities follows,
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“il= (w We introduce auxilary function to speed up the calculations. It

returns False if and only if the expression is always false «)

verifyla_||b ] := (Examine[a] || Verifyjox|b]}):
Verify(a | := Examine[a];
Examine[a_] : = Experimental CylindricalalgebraicDecompositioni

a, (gl, g2, g3, yd, g5, g6, cb., «G, 1, cd, cd}]:
SRecursionlimit = 10000;

eql .cl+cd + 06 -gl -gd-gb;
eq? el -rd -6 - gl - gd+ g6;
eg3 - c3-cd -ef-g3+gd+gi;
eqd =ed+cd +cd -gl-yd-qg5:
egimp =2 (ol + o3 + o5+ c6) -gl-y3 -g5 - gb;

{» Do the verification in two steps. Doing it all toyether

takes too much time w)

tmpResult = Experimental CylindricalAlgebraicDecomposition|
ch>=0&& i 5~ 0&& g2 »=0 &&egd > = 0 && 0gl >~ 0&& eqd »- D &K
cqgimp < OGE gl > 0&& g3 » 0&& gf =~ O,
(5, cb, g1, g2, 13, yd, gd, qb, cl, c3, c4}];

Verify|[TogicalExpand[tmpResult && gl »g3 = g? « g4 - g5 » g6 ]|

1t Fal=s
Tuble .
Experimental results for tree graphs.
Node T lterations Time (s) Cut value Tmproved cut | Optimal cut
count I-
100 257 | 001755 0.000424058 0.000421019 0.000407809
200 377 | 005105 0.00¢131803 0.00010398 $.000101407
400 512 0377 33R841E-05 | 3.14657E-05 | 2.55342F-05 |
B S00 739 | 143905 9.02830E-06 [ 7.94314E-06 | 6.32158E-06 |
1600 RS 145135 349721E-06 310424106 1.587871-06
3200 | 987 [272245  1.36%3F-06 1149175206 | 3.97123F-07
6400 [085 | K336 7.132021--07 5.51447E-07 9.88485E-08
12500 1294 | 27.96925 3. 34436E-07 298915T-07 246653E-UE\?
25600 1343 | 79 45075 L787310-07 | 1.598GIE-D7 | 6. 19931E-0Y |
31200 1374 | 190.9303 LOZINTE0T7 | 9.352E-0K 153433009
| 12400 1115 | 3392426 O.00622E-08 O0.17942E-08 3.R99721-11
204800 1734 | 11977343 | 2.81771E-08  2.60635L-08  Y.64d5E-11
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Experimental results for cubic graphs.

Table 2.

Node count [teration count Time (s) Cut value Improved cut
100 199 | 0.013 0.003183495 V005166088
200 290 | 004205 0.002513133 00023510172
400 383 | 011063 0.001214463 0001213595
500 370 | 056903 0.0005994 0.000598 147

1600 727 1 1.02045 0.000296 0.000295773
3204 835 | 2.69473 0.000147637 0.000147532
610U 1012 | ¥.92783 736747608 7.36234E-05
12800 1195 | 3071863 3.67635E-08 3.675F-05
25600 1455 | 107.70533 i 83730-05 1L.H3679E-03
51200 1672 | 320.36413 9. 13616E-06 0.154341-06
102400 1698 | §34.6924 156971 E-006 4.56927E-6
204800 2500 | 2254 4636 2 38649E-06 228627100

Node count

Fxperimental results for geometric graphs.

Fable 3.

Iteration count |

Time (8)

Cut value

Improved cut

100 129 10,016 0002848427 0002835499
200 146 | 0.04305 0.001631237 0.0010620948
300 204 | 0.1282 0.000392549 (0003825
80U 266 | 04532 0.000338845 (L000333014
1600 389 | 19732 NON0116216 £.000113355
- 3200 430 | 3.25103 5.88979E-05 5 82837L-05
6400 530 | 14.3365 2.34042E-03 225542F-05
12800 681 1 45.96153 1.13718E-03 1 QY091 E-05
25600 800 | 149.0739 S I80D3E-06 5. 18003E-06
51200 586 | 461.85255 2.88345E-06 2 88343E-06
102400 976 11690154 | 41S7E-06 |4157E-06
204800 | 1417 | 3797.3582 3.32331E-07 3,140612E-07 ]
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Review of Traceability Models for Software
Testing Processes

Martins Gills
Riga Information Technolopy Institute
Kuldigas iela 45, Riga, LV-1083, Latvia
marting. gills@rriti.lv

A considerable part of software develepment activitics is devoted to testing. The scule of testing
may depend on quality critetia for the particular development project. As soon as development
and testing is pertorimed 10 some organized manner. there exist some relations and dependencics
between atl types of project items. The relations outline some path of traceability that starts from
the origims of a particular ttem, and follows to its derivatives n a form of other item types. This
paper revicws various traceability models for software projects. and analyses the sub-models of
lesting processes. 1 e common properties of these models are identified.

Key words: traceability, problem reporting, testing process.

Introduction

The property of waceability tor software development projects has been known for long.
[t usually assures a better control over software development artefacts, provides a more
organized project lite-cyele and. consequently, reduces the risk of developing a low quality
product [0]. Testing as one of software processes is extensively dependent on the established
traceability principles or, more tormally, a traceability model within the given project. A
vital problem in software testing is to establish an appropriate coverage of reguiremants.
Typically. the formal coverage could be achieved according to some criteria, e.g. stating that
each requirernent must have at least one appropriate test, or i1 more advanced situations
using standard requirements like ones of BS 7925-2 [3]. It is especially important to evaluate
the impacts of requirement’s changes or to analyse the updates within the test suite. The
previvusly mentioned 1ssucs are related to traceability property within the software
development lite cycle and to the esting process in particular.

Software testing process properties

A large part of the effort devoted to software development is due to software testing [11].
Software testing can be regarded as one of the processes presenting within any software
developmen: life cycle. Although it may not appear explicitly withun the formal list of
processes (like c.g. in ISOVTEC 12207 [8]). it may be derived as a wilored process.

[vpically. e testing is organized at various levels. depending on what is the focus of the
specific wating activity. The concept of test levels (test activities with a common direction) 1s
mainly derived from the seftware development V-model. The model itself onginally comes
from the Sofiware Litecycle Process Model [4], mowe olten it is represented in a very
simplitied form [10]. and as & more generic model 15 shown in Fig.1. In principle, the
V-model is close to the more classical Waterfall software development model [11]. Every
proicct has a different testing process. and net all projects do have tasks corresponding te
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every test level - some may have very specitic ones. Main differences can be due to ditferent
naming and due to the combination or subdivision of particular test levels. In each case
various organizational and methodological issues play a role in defining the way these test
levels are implemented. For example, a unit test may be called a component test. but
acceptance testing may be subdivided as factory acceptance testing and user acceptance
testing, or this level may be supplemented by gualification testing. Every test level has a
ditferent object to be tested, and the tests themselves are based on difterent project artefacts,

Arceplance
Testng

K N AN
Specification -

System Test g

. A e ‘J/
Arcntectural . Inzeyration

Requirements

Des'gn Testing
., . -
NN )
Celaiied
Design - Unit Tasting

Cading | ] > on N basis of

Figure 1. The V-model.

‘The Author has found out that in rare cases the projects can immediately say what kind
of life cycle model they use. [n most cases such a model exists, but it s not formally
described in an explieit form, rather 1t s hidden within the project plan, procedures or
standards. Although the notion of test levels is explicitly used in the V-mode!. they can be a
part of other models as well. It could be extremely difficult to indicate a developroent
process where testing is just a once-through activity with only vne testing level. Even the
simplest approach of quality requires a product (e.g. software clement) checking activity
prior to passing it further for integration into & larger product or prior to delivery. As the
typical software development consists of numerous developers, project stages (typically,
with cycles), there are at least two test levels present.

Traceability models for development process

According to the concept of the traceability model [5]. it 1s formed from project items
and relations between them. The most convenient form of representation is graphical where
boxes are item types and arrows mdicate relations, To analyse the testing process items, the
author compiled preliminary information from 14 projects. Each of those represented a
shightly difterent development approach. but at the same tume. cach project from this group
could be mapped to the tyvpical life cycle building blocks defined by the standard J-STD-016
[7]. For this paper, four different models were selected. each representing some possible
class of traceability models. Three of them represent custom  information  system
development projects, and one represents development of small utility software.

Project A (see Fig.2A) represents the most popular class of traceabtlity relations. Formal
requirements are derived from cuslomer proposals. tests are based on these requirements,
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and problems arc documented in problem reports. The test execution results are kept
together with the test information. Items directly related to testing are: test and problem
IEpOLtS.
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Frgure 2. Traceability models for Projects A and B.

Project B (see Fig2B) shows the project where the (esting process is highly
refined — the lesting process items are test class, test, test case, test log and problem report.
This project may correspond more to a situation where requirements are not undergoing
changes. and the projeet stage represented in the model 1 more oriented te implementation
and testing rather than designing or developing specifications.

Two other projects had more relaxed requirements for the development. Project C (see
Fig.3A) 15 a sample of the model that meludes quite detailed implementation description.
The particular model was present in a project, develeping a web-based application. Testing
process items were: test, test case, test log and problem report. Testing was well organized,
and in the particular case these tests were mostly at unit and integration level.

A slightly different situation from all the previous ones was in Project D (see Fig. 3B).
This was a development project of a software utility with no particular extemal requirements
i mind, but they were rather defined iteratively and served at the same time as tests.
Something similar may happen when special development methedologies like Extreme
Programming are practiced. The Project D case is not dominant. but it characterizes a semi-
formal approach in projects with a rapid and evolutionary development.
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Figure 3. Traceability models for Projects C and D,

The Author found out that it was possible 1o map the traceability models ot all 14
reviewed projects to the four models previously presented. The main difference could be that
specific names are given for particular itern types in cach particular project. For example,
requirement could be a particular diagram, use case, scenario, instruction, feature, ete.

Typical item types of testing process

The identification of testing items within the development process traceability model
allows defining the traceability for the testing process. The typical constituents of the testing
process are project items shown in Table 1.

Tuble |
Testing-related project items.
Test A set of objectives, methods and criteria to be applied in
verification/checking purposcs to a certain software iterm.
Test case A set of mputs, execution preconditions, and  expected

outcomes developed for 2 particular test objective. In some
cascs the test case may be created in the form of a test seript tor
automated tests.

Test class A set of tests with similar test objectives. metheds or test Jevels.
Test configuration A set of additional test atiributes to be applied during excecution

for certain test cascs.

Test suite A sct of test cases to be executed within a certain test session,
scenario or by the particular personnel. Test suite can be
implemented in the form of a test seript for automated tests,

Test log record Informativn about the status ot test execution.
Problem report A detailed description of test incidents. a record deseribing all

events requiring an additional exploration.

‘The wdentification of testing process items within project traceability models shows that
the relations between these ilems are not random. ‘There are typical directions of
dependencies. In every project. the testing process items form some subset of a more
generalized model. Figure 4 shows a generalized model of the testing process. Fach
individual project may include a subset of these, or define some specific additional testing-
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related items. For example, the test script as an iem type can be added to the model for
projects with a high level of test automation,

Test »  Teslclass
belorgs o
* 15 part of
onains )
Testcase & Test suite

.‘ marks axesution of

Test log - Test
record s eapiited win configuration
* marks prahleman
Ry Problem
report

Figure 4. A generalized traceability model for testing process.

Irems shown on the left side (Fig. 4) represent the typical constituents of the information
set for testing that could be derived from software engineering standards like J-STD-016 [7].
The information ser of the testing process has to provide answers to the followng three
question areas that are vital for project management and product quality:

» what i5 to be {or was) tested and how?
* when and how were the tests executed?

e what problems are encountered?

In Fig. 4, the project items on the right side do have a more classifying role - in some
cases they could not be regarded as separate items but rather as attributes to the project items
on the lefi side.

The most common approach in industrial projects is not to distinguish between tests and
test cases. All are called tests, and the item could be either very detailed (like the test case),
or it could outline just the main issues (like the test). Some other optimisations could take
place. sometimes reducing the minimal test item set to only two project item types. Fig. 5
shows two possible cases that were observed in the projects. In case (a) there are separate
tests defined, but all tesung results are maintained as one log. This can function in small
teamns where 1t is not important to establish a formalized communication between lesters and
developers, but at the same ime testers recognize the need to document the progress and
problems. Case (b) formalizes the situation in which attention is paid mainly to problem
registering, and probably tests are not even in every case formally documented, but rather
briefly described while they are executed. This may be typical {or larger project tcams than
in case (a).

a) Tost b) Test &.
exacution info

; Mares execuiian b ; desinnes probiem of

Results of tesling
(including PrRep.)

Pratlem report

Figure 3. Possible optimisations of traceability models of the testing process.
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In some projects, intentions have been seen to omit writing the tests, or tests are wntten
as an exact copy of requirements Jist with words like “make sure that”, “check” or “verify”
added. Sometimes the main motivation for this is the need to minumize the effort spent on
documenting (due fo economy reasons). This formalism is quite widespread in soltware
engineering, it assures a good traceability, but it is not efficient in terms of good testing [1].
The Overall evaluation shows that the basc clement, the item type for test-related project
items is the Test - it has to be present in the project if the testing is made. All other testing
process items mainly depend on this. The dependence of the test on the problem report does
not play a significant role - it indicates the case where new tests may be added as a result of
found problems,

External relations of testing process items

The Previous chapter defined the generalized traceability model for testing process. At
least two items — the test and the problem report - within this model have relations with
project items that are not part of the testing process.

Dependencics of the test

Items extemally directly related to the test {relative to the testing process) can be
classified into three groups:

e software system defining items (requirements, design items),
s the code,

* co-products (e.g. user’s manual}.

The test is usually strongly dependent on these items. There is a correlation between rest
levels and the dependencies of the tlest (see Table 3). The test can also be derived from the
problem report (see Fig. 4), but this is not dependent on the test level, rather on test process
organization.

The relation to the nitial or refined requirement could be considered as a norm for
functional testing. This provides in the most direct way the answer to the question whether
the expectations of the customer are met. Design items and code elements are referenced
primarily in developer tests, because 1n a traditional setting neither users nor independent
testers would have the availability to exploit internal development information.

Tahle 3.
Items related to the test and the corresponding test levels,
Project item Test levels
Initial requirement acceptanee
Requirement SVsiem
Design item integration
Code ¢clement unit
User’s manual o svstem. acceptance
| Problem report unit. iNtegration. svstem, acceptance
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The relation of the test to the user’s manual 1s quite interesting. it could be applied in two
cases - either when the documentation 1s under test, or when there are no formally specified
requirernents. Of course, there may be some defined requirements, but at the time of testing
lhey are completely outdaled, and there is no practical leasibility to base the test on these
requirements. An interesting allernative approach with case studies has been proposed - to
use the user’s manual as a requirements specification [2]. Such an approach requires
systermnatic writing of the manual, but for many real-life projects this method could be less
expensive than writing and mamtaining two documents. A Special advantage is gained when
the customer does not request these two. Relation with a problem report s typical for the
tests added during the test execution phase to check the problem areas in later lesting cycles.

Relations of the problem report

The problem report is an event-provoked item, and therefore 1t s tied with a weak
relation to other items -- no changes in other related items can provoke change into the
problem report itself. The problem report can be related to almost any project item, but the
most typical are the same as for the test. It may have numerous indirect relations (e.g.
throeugh an interface element problem 1t may point to some spectfic requirement). The
existence of particular direct relations depends on the test level (see Table 4). In each
particular project, only part of the above mentoned items are usually used. The problem
report's relation to the test or test log indicates what kind activity led to the given problem
report. Design, code, interface elements or the user’s manual or do indicate the location of
the problem observuble by the tester. Reference o the requirement could be used etther to
indicale problem in requirements or into its derivatives.

Tuhle 4.
Items related to the problem report and the corresponding test levels.
Project itcm Test levels |
Test unit, integration, system, dceeptance
Test lag record unit, integration, system, acceplance
Design clement intggration, system
Interface element sysiem. acceptance
Code cicment unit, integration
Requirement acceptance
User ianual ‘ svsterm

Additionally. there is an external item thart depends on the problem report — the change
request. Usually, it 1s further related ro the requirements,

Related work

A comprehensive analysis of traccability models within software development projects 1s
made in [12]. At the same time, it is more focused on gencralization of the problem rather
than analysing individual relations of project items. In [9] a model of trace links within
testing activities is shown. At the same time it describes a particular case of traceability links
with generaiized, bi-directional relations. The Main focus is on coverage-oriented questions.
Somme papers (c.g. [13]) express the need for inereased traceability for software development
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quality technigues to be more similar to traditional measurement principles. No reports were
tound that are focused on traceability and sefiware testing relations.

Summary

The traceahility models of software testing processes belonging to ditlerent development
life cycle models indicate similar properties. There are considerable similaritics between
every tesling process, and no contradictory pnnciples were tound. These particular testing
process models can be regarded as a subset of a generalised traceability model of the testing
process. The Main differences could be found within the terminology - how each item type
is called in a particular project, and the level ol optinusation - which items are skipped or
regrouped. The quality of testing can be considerably improved if traceability information 1s
taken mnto account. This increases the level of maintainability of tests. and could reduce
effort and time spent to camry oul a change.

The Author has indicated possible research arcas concering the traceability within the
projects. From the appiicalion point of view, a potential interest could be in finding influence
on the propertics of the truceability model caused by the duration of the project. 1ls particular
life cycle model, project team size, project (sub-)eontract conditions, project scope and tasks,
development methodology and development environment.
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Benchmarking Problems of Topic Telecommunications and
Access in Latvia
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The problems reluted to benchmarking of telecommunications and aceess arga in Latvia are
analyzed. The topic under consideration is important because it represents the backbone of all
Information Society characterizing issues. The availability of data on T&A from national
statistical sources is analyzed and indicators used for benchmarking of the topic T&A in Latvia
arc considered.
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Introduction

Taking into account the fact that Latvia is gomg Lo becotne a member state of EU
the priorities of LU also become actual in Latvia. The eLuropet action plan [1] directed
lowards the acceleration of the formation of Information Socizty in NAS. serves as
proof of this statement. All NAS countries have agreed to take part in the
implementation of this action plan in their respective countries. Up to now our
vovernments have supported this process 1n Latvia. As an example we can mention
National program “Informatics” [2] and socio-economic program e-Latvia [3]. At the
same lime the altention paid to benchmarking of action results is unsausfied, though the
2003 action plan of central statistical bureau includes the data cotlection in accordance
with the needs of c¢Europe+ activities. These data will be available only in 2004.
Nevertheless EC has significant interest about the present state of IS (Information
Society) characterizing areas in NAS countries. Therefore, independent invesligations
are supported hy EC. Here we can mention the SIBLS project [4], which also extends the
benchmarking process of 1S 1o NAS countnes. The level achieved in the development of
Telecommunications and Access serves as the backbone f{or 18 activities in dilferent
areas ol sociely and individual lives. The present paper reflects the investigation of the
wpic T&A in Latvia carried out in framework of SIBIS project (supported by EC as
FP5investigalion).

Telecommunications Infrastructure

To facilitate the better understanding of the topic some insight into the
telecommuntcatons and aceess infrastructure in Latvia 18 necessary. It includes:

Fixed public exchange network;

» State significance data transmission network and other specialized networks:
* Mobile telephone network;

s Cable TV network.


mailto:mgulbe@latnet.lv
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Fixed Public Exchange Network

After the renewal of independence in 1991, the government owned a rather
backward fixed public exchange network infrastructure where there was an almost
hundred percent domirance of analogue telephone lines. Very often one telephone line
was shared by two users making simultaneous calls impossible. The access demand was
higher then the supply. Under these circumstances quick measures were necessary 1o
accelerate the progress in the (teld under consideration. To stimulate the implementation
of digital technologies in the area of telecommunications and to satisfy the access needs
of the population, foreign capital was involved. The ownership of the fixed public
exchange network was shared between Lattelekom (representative of the state) and one
foreign telecommunication company (after the change of its sharcholder it is now the
Finnish Sonera) under conditions specified 1n the agreement between both parties. The
agreement foresees the complete digitalization of the fixed public exchange network in
Latvia by Lattelekom according to a time schedule fixed in the agreement. The
agreement also established the Lattelekom (together with a sccond owner) monopoly on
the fixed public exchange network (supervision, development, maintenance) for a time
peried of twenty vears (up to 2013}, This means that the fixed telecommunication
market was forbidden for other parties who wanited 1o play in that market up to this date.
This, m wrn, acts against the price reduction in the telecommunication market. Later it
turned out that this monopoly also makes a serious barrier tor Internet penetration and
usage by households in Latvia due to inappropriately hugh price when compared with
the average salary of employees in this counwry. Afler this became clear to the
government, cfforts were undertaken to get free from that monopoly. This was also
sumulated by EU  recommendations  demanding the liberalizaton of the
telecommunication market. In case ol a successiul agreement between both players the
liberalization of the fixed telecommunication market should be achieved in 2003, This
is stated in the law “On telecommunications” and 1s what i1s expected by the
government.

Now Lattelekom Ltd 1s the Jargest wlecommunication company in Latvia. It offers
to clients different telecommunication services including voice telephony, Intemet,
lease of telephone lines, ete. Through its subsidiary Apollo Lattclekom also acls as an
[nternet provider. The foliowing Internet access possibilities are offered:

¢ Dial-up:

» ISDN;

e« xDSI.

Depending on the purpose (business or houschold) difterent types of ISDN and
xDSL are offered. Some types of xIDSL can not be considered as broadband.

One more point must be mentioned here. Lattelekom does not keep its promises
regarding digitalization of telephone lines everywhere in Latvia according to the time
schedule setin the agreement with the government.

The argumentation ts based on the stalement that in rural regions, digitalization 1s
unprofitable. Al the same time the quality of data transmission by dial-up connection
through analogue lines 1s sometimes very bad. This could become a reason for digital
divide.
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On the other hand other Internet service providers can not extend their services
through the fixed telephone network o rural regions and must try to find an alternative
(radio-link or Internet through satellite if possible).

State Significance Data Transmission Network and Other Specialized
Networks

There is a state significance data transmission network {Latvian abbreviation
VINDPT) in Latvia.  This network is independent from the fixed public exchange
network (though some lines are leased {rom Lattelekom)} and is supervised by the state
agency VITA (Latvian abbreviation from the Agency of Government Information
Networks). VITA 1s a Nonprofit Organization State Joint-stock Company established in
1997 according to order of Cabinet of Ministers No 44. The aim of building up of the
agency was to provide the development and maintenance of a joint governmental
information system. As provider of State significance data transmission network
services VITA maintains the corperative (intranet) computer network covering all the
territory of Latvia. In this network the Frame Relay packet switching technology is
used. The advantage of such a technology is the possibility of several logical channels
in one physical channel and the loreseeable requirements ol both data transmission
speed (28.8 kbps — 2ZMbps) and query response time in the address space governed by
TCP/IP protocol. Besides, the logical channel of one user is not available for others.

Services provided by VITA are available in all of Latvia for both governmental
establishments and state registers.

The VNDPT network is a closed nelwork available for governmental imnstututions
on-line 24 hours a day.

Access to State significance information systems from outside (Internet) is
controlled through a fire-wall system. Access to public servers (containing e.g. home
nage information of Manistries) s open.

In order to improve client needs regarding an increased data transmission rawe a
transition to optical fibre connections is in progress. Five ministrics and some stalc
stgnificance registers are connected through optical cables.

A new service offered by VITA is IP telephony, which aliows the reduction of
elecommunication costs for their clients.

In general benefits from VITA services for governmental institutions are as follows:

» Lower access and traftic costs when compared with those otfered by other providers:

¢ Increased security of access and data transmission.

In European context the future objective for the VNDPT network is closer
ntegration with [DA networks,

Besides the network supervised by VITA there are some other specialized
wlecommunication networks in Latvia, those of Latvia’s Railroad. the Minisiry of the
Interior, Latvenergo (the biggest energy supplier in Latvia), Latvia State Center of
Radio and Television. Due Lo restricted range of usage they are less important.
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Mobile network

There are two mobile telephone networks in Latvia:

» LMT (Latvian abbreviation from Latvia’s Mobile Telephone);

o TELE2 (subsidiary of the Tele2 AB (at the time "NetCom AB™).

Both operators are providing telecommunication services in GSM900 and
GSMI800 frequencies and offering the following set of services:

+ Voice telephony,

¢ SMS:

e [Fax transmission;

« Data transmission;

¢ Internet:

+« F-mail;

« WAP

Types ol conneclion used to initiate data transmission are:

¢ Analogug,

s [SDN.

LMT services support wider possibilitics for mobile connection with PC when
compared with those offered by TELE2. These include also Bluetooth technology.

The data transmission rate 9.6 Kbps 1s provided by both operators, but LMT also
oflers another more advanced technology HSCSD (High Speed Circuit Switched Data)
with & dala transoisston rate up to 38.4 Kbps.

LMT services also include 2 new data transmission technology for GSM networks -
GPRS {General Packet Radio Service) based on packet switching and offering
additional possibilities for data transmission services.

Historically the first mobile operator in Latvia was LMT. The appearance of a
second operator leads to reduction of costs for mobile telephone services.

One more point must be mentioned here. There 1s little hepe that in the nearest
years the services of the fixed telephone network will be available for many inhabitants
of rural regions. This 15 due to the lack of telephone lines of the fixed network in many
places. The altermative 1s the usage ol services provided by mobile operators. The
services offered by LMT are available almost in all of the territory of Latvia. The
connechion possibilities of the Tele2 network are not se good. Due to circumstances
described many people of rural regions are using mobiles but mainly for voice
relephony. Of course. Internet access through mobile s also avatlable for them but only
with a rather low data transmission rale provided by GSM. In the context of an
increased duta transmission rate the pessibilities offered by 3G mobile services seems Lo
be very attractive for inhabitants of rural regions, of course, only in case of acceptable
service cosis. The Internet via satellite is also poessibie but the exploitation of this
service 1s less probable.

[n order to increase the number of players in the telecommunication market and
facititate 1ts liberalization the bid of three UMTS licenses was organized by the
covernment in 2002, Both mobile operators LMT and TELE2 succeeded in that bid.
The third license was not sold and. therefore. the bid must be repeated vnce more.
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Cable TV Networks

There are several cable TV providers in Latvia, mainly in the capital Riga {one
well-known in Riga is Baltkom (www baltkom lv), but there are also others). The
service is available in areas with a high density ot inhabitants where it is profitable. Up
to now the barrier for development of cable TV services was the Lattelekom monopoly
on underground cables. To overcome this difficulty very often TV programs were sent
through the air from the base station to some antenna located on a definmite building
connected with neighboring buildings by cables also going through the air. The same
solution 1s also used by Internet providers offering Internet access via radio-link. In fact,
under the conditions of the Lattelekom monopoly, Internel access via radio-link 15 a
very popular and widely used service.

As could be expected. some cable TV providers also offer Internet services. of
course, only in the places where the cable TV network is available. For this the cable
modem is necessary. The service offered is on-line connection with rather good
parameters { broadband).

The barrier for Intermet through cable TV network is rather high service prices. The
cable modem is also not cheap.

Internet Via Satellite

Access 10 Internel 13 also offered by satellite TV providers {e.g. Unisat in Riga).
Two possibilities for Internet via satellite are offered. These are:

* Europe Online (the query to specialized Europcan proxy server and the query result

through sate!lite to user);

* DIRECWAY (spucialized equipment for up-link to satellite and cable modem is

Necessary).

The last possibility 1s convenient not only for individual access but also for
collective access (for not very large Intranets), especially in places where other kinds of
access are not available or are of bad quality.

The barner for Internet through satellite 1s a rather high price tor the service.

Policy Documents on Telecommunications and Access

This chapter covers a variety of policy documents at the nauonal level. which
contain information on national policy directions and prionties, regulation and
legislation. These documents comain those which must be highlighted as particularly
important or central to the topic T&A. From the T&A infrastructure considered above
and the analysis of policy documents and national data sources given below. we shall
try 1o identify the indicators which must be applied to the benchmarking of main issues
of the topic T&A.

National Program “Informaties™ 1999—2003, Ministry of Transport, 1998.

This document is an action plan which outlines the Latvian way towards the
Information Society. It includes the large set of tasks which must be solved to achieve
the target. [t is 4 complex program covering the time period 1999-2005 and consisting
of 13 subprograms. It furesees the realization of more then 120 individual projects
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directed mainly to the implementation of infermation and communication technologies
in the different arcas of society and individual lives as well as wide international
cooperation In ntegration of Europcan data transmission networks and services.
Regarding the topic T&A the following subprograms must be selected:

» telecommunication networks and services (9 projects),

» information and data transnission networks (13 projects).

o development of information and telecommunication networks (3 projects),

* state significance statistics (4 prajects).

The goul of the subprogram “Telecommunication Networks and Sservices™ is the
reform ol telecommunication sector in Latvia according to principles accepted by EU. A
plan of such reform 1s considered in detal.

In the subprogram “Information and Data Transmission Networks” the architecture
of existing data transmission networks in Latvia is considered and actions necessary for
further development of these networks are outlined.

In the subprogram “Development ol Information and Telecommunication
Networks™ 4 survey on perspective [nformation and communication technologies is
given and a specral role of network technologies (Intranet, Internet) is emphasized. The
state’s role 1n the development of [TC is outlined.

The goal of the subprogram “State Significance Statistics™ 1s the development of a
modemn [CT-based statislical system in Lutvia which 1s 1 accordance with standards of
such a system in EU.

The laws related to the topic T&A and considered above are results of the
unplementation of national program “Infommatics”, or more precisely, the legislation
part of this program.

Conceptual Guidelines of Socio-Economic Program “e-Latvia”, Ministry of
Econemics, 2000

The document outlines the main objectives of the socio-economic program e-Latvia
which appeared as a response to e-Europe initiative and in tact can be considered as a
further development of the national program “Informatics”™. The program e-Latvia
represents the Latvian contribution mnto e-Europe. The main objectives of e-Latvia are
as [ullows:

¢ significantly improve the access possibilities 1o Intemnet for citizens,

e based on improved computer literacy and training possibilities, to provide for

everybody the use of modern intormation technologies,

s provide for everybody the access to global and national information resources,

s stimulate the development of e-commerce and ¢-government.

Analogously to e-Europe action evaluuation e-Latvia is structured along three key
objectives;

« A cheaper, taster and secure intermet:

» Investing in people and skills;

* Stimulating the use of internet.
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For T&A the following issues from e-Lalvia are of importance:

Full digitalization of the telecommunication network,

Full liberalization of the telecommunication market, opeming of the market of leased
lines,

Regulation of Internet sector and services, Internet services provider's responsibility
regarding data security,

Installation of public Internet acvess terminals in every local government, school and
library,

* Provision of personal data security.

Thus the conceptual guidelines propose actions sumulating both the development of
tclecommunications and access possibilities to Internet. Regarding the topic T&A two
projects involved in the e-Latvia action plan must be highlighted. These are a Latvian
education informatization systam and a Unified information system for Lawvia’s
libruries. Both projects are interesting from the point of view of public Intermet access
points (PIAP). Access Lo [nlernet in schools is available for pupils and leachers and not
available for people from outside (restricted public access possibilities). [n libraries such
access 15 avalable for everybody. Thus the implementation of both projects is very
inportant to extend the Intemet access possibilities for the public.

Relevant National Statistical Sources Identification and
Documentation

At first it must be noted here that Information Soclety statistics in Latvia are in their
beginning stage. Up to 2002 there was no systematical coilection of statistical data on
Information society, though some aspects of such statistics were covered. The
development in the area 1s greatly stimulaled by e-Europe+ initiative. The 2003 action
plan of central statistical bureau (www.cshlv) (governmental instilution) serves as a
proof of this statement though the respective data will be available only at the beginning
of 2004, Therelore the main issues {rom this plan related 10 lopic T&A are not included
in the following table coverning the main national and international data sources.

Every vear data collected by Central statistical bureau are published in *The
Statistical Yearbook™. Important information regarding prices of corresponding
telecommunication services are given in the websites ot the largest fixed and mobile
network operators. It should be noted that exactly the service price (s the most important
barrier to wide penetration ol Intermet into households. It is also clear that there 1s a
strong correlation between the number of computers and the number of Internet
connections (if we exclude WAP). Without a computer there is no need tor an Internet
connection.
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Namc of datd souree (Acronym)

Muain publication(s) of
interest for SIBIS

Desicription {ncl.
target, survey umit)

Responsible

Compuler usage n enlerprises,
Intemet usage {number of

computers, number of Internet
connections, eic.). e-Commercy

[>ata of Central statistical
burcau

Response on e-Europe-
imtiative, duata
vollection is bused on
Eurostat module 491,
survey quustionaaires
are used

Central staustical
burzau

Cuble TV network usage

(rumber of custamers,

cmplovees, financial tigures,
Lo}

Datt of Central statisiical
bureau

Response on UNESCO
inftiutive, data
collection based on
Eurestat module 493,
SUrvey questionnatre is
used

Central statistical
hurcau

The statisizeal yearbook yyyy

[Yara of Central statistical
hurean

Duata un all topics
characterising the
development of country

Central statisucal
bureau

Report en development of
Latvia's national ¢economy

D Ministry af cconomics

Data un all topics
characterizing the
development of country

Ministry of
ceonemics

elhurope= 2003, progress report,
June 2002

Jount High Level
Committee

cEurope # survey

Joint High Lewvel
{ommittee

Information socicly statistics,
Dala on candidate countries

Statisiies in focus, Theme
4-17.2002

[nformation socicty
slatistics

Eurestat, Auther
Richard Deiss

[nfermation society statistics,
Rapid growth ot latemer and
mahile paone usage in candidae
cauntres

Stetistes in focus. Theme
423772000

[nformation society
statistics

Eurostat, Auther
Richard Deiss

Markerot [T and
lelecommunications (perventage
of digital network, number of
mobile network customers,
number of ISDN lines, ete)

Department of
[nformatics at Ministry of
Transport, website

Control of development
of ICT sector

Ministry of
transport

Equipment used o benefit fram

Duepwitment of

Control of development

Mintstry of

ICT services (number ot Informatics at Manistry of | of ICT sector ransport
telephones, modems, computers | Transport, website
0 houscholds and business, ctc
Website of Lattelekom Data v largest tixed " Available data Lutielekom
network services provider  important for topic
- in Lavia T&A
Webhsite of LMT Dataon one {of twe) Availuble data LMT
mobile services provider | importan: for topic
- in Labvia T&A
Website ol Tele2 Data on one (of iwo) Available data Tele2
mobile services provider | rmportant for wepie
m Latvia T&A
Website of Lavia's Internet Data on Intemet services | Available data LIA

associziion

customers

important for lopic

T&A

Here we shall focus our atiention on conventional indicators used to characterize
the topic T&A in Latvia. A st of such indicators 15 as tollows.

1. Pereentage ot houscholds that huve fixed telephone serviee

2. Fixed lines per 100 inhabitants
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3. Mobile phore subscriptions

4. Percentage of households with Tnternet access

5. Percentage of population regularly using Internet

6. Internet access costs

7. Number of personal computers

g Intermet users

9. Number of Public Intemnet Access Points per 1000 inhabitants

10. Number of Internet hosts

11. Computerized enterprises

12, Enterprises with access ao the Iniemet

13, Type of Tuternet connection in enierprises

14. Enterprises with a home pape on the Internet

15, Number of employees that at their work place regularly use a computer with
miernet connection

16, Number of computers with access to the internet used by enterprises

17. Number of cable 'I'V stations

18, Number of cable TV customers

19. LExpenditure tor cable TV business

20. Revenue from cable TV business

21. Information technology expenditure

22, Telecomrnunication expenditure
Glossary
CsB Central statistical bureau t
DSL Digital Subseriber Line
EC ! European Commission
EDI Clectronic Data Interchange
£SS European Stabistical System
EU European Union
Lurostat _ | Stausncal Office of the Furopean Comnussion i
| FPs 5" Framework Program o
ICT [nformation and Communication Technologies
DA Interchange Data between Administration
[5 Infarmation Society ‘
[SDN Integrated Services Digital Network
MS Member States
NAS Neowly Accessing States
| SIBIS Statistical Indicators Benchmarking the Information Sociely
SMS | Short Message Service
TdeA Telecommunications and Access
C LMTS Untversal Maohile Telecommumcatnons System

| WAP Wireless Application Protocol
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The paper summarizes the expenicnce and ideas of the last five years in developing [nformative
Systerus by means of Informative System Technology (IS1) and shows the applicaton of these
ideas in practice,

One of the main methods discussed in the paper allows cxact implementation of the system
compatible to the design - design interpreter method. [n the paper the system design formalization
methed interpreted during the aperation of the system 1s suggested. The IST environment acts as
the design interpreter.

Other advantages of IST are described  modulanty and simple maintenance, the possibility to
automate the system prototype development, to generate the system documentation autornaticallv
and other advantages.

All the described methods are evaluated accurding to their practical application.
Key words: informative systems. [ST. system prototvpe. maintenance,

Introduction

In order o develop and operate the Informative System (1S) according o the classic
IS “walerfall” life cycle it 1s necessary (o describe the problem statement or design from
the needs of the real world. [t 15 the base of system implementaton [1]. Typical
problems occurring in this approach are design incompliance to actual requirements and
implementation incompliance to design. The last mosl often occurs in the phuase of
system implementation and maintenance when errors are staled in the implemented
system; they are eliminaled without any changes in the design. In the practice often
systems the design specification and system decumentation of which are older then
implementalion are met. They do not contain information on the latest changes and
inngvations in the system.

There are well-known ways how to solve the above-mentioned problems. The
system prototype is usually used to check the compliance of the design to the
requirements. Belore implementation of the system the prototype is tested and changes
can be easily done. As often the syslem prototype is automatically generated from the
design specification. 1t exactly complies with the design. To achieve the sysitem
implementation compliance with the design used code generation is vsuallv. In such a
case the design should be formalized by means insuring code gencration. Such means
are oflered by the specification language GRAPES and its environment GRADE
claborated in Latwia [2][3]. Many other tools hke RATIONAL ROSE. ORACLE
Designer 2000 4] ete. are widely successfully used in the world. As the design
specitication does not contain information on implementation details. code generation
makes programming easier but does not eliminate 1t It 1s possible to change the
venerated system code, so causing danger that the changed code may not comply with
the design.
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At the Bank of Latvia in 1995 development of the Currency Operation Management
lnformative  System (VOPIS) was started under the leadership of Professor
M. Treimanis. It was clear at the beginning that the system will have 1o be able 1o
operate in an eanvironment in which requirements are changing very fast and it will be
necessary to make many changes during its maintenance. Therefore special attention
was paid to the fact how to develop the system so that it is easy to change it in the future
and how to achieve that the changes are casily reflected in the system documentation.
Professor M. Treunanis otfered 1o develop the IST containing the design method and
the environment supporting the method [5]. The specified design is stored in the
database by means of the method. IST environment can interpret the design. Such an
approach allows us to:

¢ combine design and implementation as the system implementation will directly use
the design definition, so implementation will exactly comply with the design;

e change the applied system easily, for to make changes in the system functionality, in
most cases, it is necessary to make changes only in the data stored in the database;

+ maintain the system documentation corresponding to implementation as it can be
obtained automatically trom the design detinition.

[ST was successfully used in VOPIS development and operation. Later IST became
the technology of all IS in the Bank of Tatvia where it is still used. IST is also
successfully used in Datorikas [nstituts Ltd. elaborated IS.

Following paper chaplers show the [ST offered design formalization methods and
describe the project interpreter. Different [ST possibility applications in real projects,
their advantages and disadvantages are analyzed.

System Design Method

The IS developed based on this design method 1s operated by means of the design
interpreter — IST.

To develop a system by [ST method the work consists of three independent parts:
¢ datahase design,

« technology definition,

¢ development of specific applications.

The essence of these parts will be described further.

Database Design

Targel system database design is developed by means of the classic ER model.

Usually, in actual IST designs in database ER model diagrams, Object Model
notation is used [6].

IST also envisages the registration of the entities and relations of ER mode! n the
datlabase, although 1t s not compulsory. 1T the developed ER model is registered in the
technology database, it gives the following advantages:

& automaltic data structure {table) formation (definition script generation) 1s possible;
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® development of the sysiem prototype even before development of the actual data
structure is possible;

s automatic system docurnentation generation;
» technology definition work is made easer.

Several real systems have been developed in which the target system database is
developed by means of classical relation database tools. In such cases these advantages
are not used and ER model description (entities and relations) is not registered in the

technology database. Nevertheless, the system is successfully operated by means of IST
interpreter.

Technology Definition

The basic principles and metamodel of technolegy definition are described in {5].

To develop IS it is necessary to define the organization work technology. It is done
by combining various methods already known described in [6]|7][8](9].

lo order 1o define the technology the following questions should be answered:

e “Why?” — the tasks of the organization should be understood. IST envisages defining
the 1asks, to define the subtasks for the tasks that can be described in more detail. In
the result a hierarchic network is formed. IST task module helps programmers
understand the target system, but it is not necessary during operation. Therefore the
design interpreter does not use it.

e “Who?” — it should be clarified what structural units and what staif of the
organization are invelved in implementation of the task. The design interpreter uses
the information on the staff from IST organization module in order to give them
Login rights and control the staff rights to work with 1S.

e “Where?” — according to the posts and responsibilities of the organization’s staff
members the necessary work places and what rights and appearance are needed for
every work place should be specified. Starting a work session with the design
interpreter in IST environment the user identifies and chooses one of the available
work places where he will work during the work session. The user will be offered
those IS possibilities which are envisaged in the design {or the particular work place.

* “What?” — the design determines which database objects the user may process at the
particular work place. The 1ST view concept 1s introduced — IST view is a set ol
objects of a single object class of the target system. In the context of a work place a
hierarchic view network may be formed. As a view is a set of objects a sub view can
be defined as the set of objects related to the selected view object. The project
imerpreter offers the user to see the available views and the objects in them, w find
and select them {or implementation of operation.

e “How?” — in the context of a work place an operation can be implemented for the
view or object in view. Calling the operation the design interpreter starts another
application shown in the design. The application receives s parameter from 1ST
environment — the selected object in the view network.

e “When?” - for particular target system object classes state-transition diagrams can be
designed. The technological process for each object of this class is started dunng the
work and the object is sel in a definite state of the state-transition diugram. IST
environment offers the possibility to change the object state according to the state
transition diagram. The view network should be designed so that the views comtaining
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the objects in the needed state could be available in the parnticular work places. The
aperation should be linked to the views that change the object state.

The descrptions of the system users, work places, work place view network and
operations linked to the views as well as state transition diagrams together form an
interpreted technology that at the same time is IS design. In order to operate IS enly the
design description has to be interpreted.

Application Development

Specific target system applications are developed separately. They differ for every
system. Therefore they are designed separately and independently of the organization
technology used by IST,

The principle of modularity is observed in development of applications — every
specific function of the system has its own application. Typically every target system
object class has its own application to register the objects of this class and to edit their
attributes.

[n IST operation it 1s indicated which specific application and which specific mode
to call it. For all applications it 1s necessary to use a predefined command hine interface
by means of which the IST environment conveys information to application on the
user’s activitics — what objects the user has selected in the IST environment and wants
to indicale as parameters {or application.

Design Interpreter Implementation
Implemented Metamodel

The interpreted design description 1s formalized by the [ST metamodel work place
module [5] (Figure 1.)

Work Place

1s connected with provides provides 15 allowed to
i sent o

( Al I S
Message ] t ] I ] f

| 15 related to ; )
ix connected i context
is connected with with ot

in context has been
ot applied

Can use

View Operation Employee

Figure {: Part of the IST Workplace Module
The notion of the Workplace is used to define the employee’s rights and duties.
More tormally, the IST Workplace Module defines
» Workplace

o The Workpluce entity attributes are the name and the comment This
enrity is used as a placcholder to define the employees” rights and duties.
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* Message

o The Message entity main attributes are the text (for instance, Waming:
FX deals are waiting confirmation!), the icon-representing message and
SELECT statement. It is possible to use arbutrary SELECT statements
with a set of predefined vanables. ISTE executes this statement after
defined time intervals. The message text appears, if SELECT statement,
when executed, finds some object.

¢ Set of technological relations

o the relation between the Empleyee and the Workplace entities allows
employees to participate in the organization’s technological process with
a predefined set of rights, which will be defined below;

o the relation between the View and the Workplace entities allows the
employee who works in a particular Workplace to get uccess only to
predefined sets of Views and Objects;

o the relation between the View, the Operation and the Workplace entities
allows the employee to execute a predefined set of Operations with Views
and objects in a particular Waorkplace;

The relation between the Message and the Workplace entities allows the employee
to receive Messages about predefined events, which is connected with the Workplace.
Usually these messages are related 1o 4 necessity to process some object that “armives”
in the Workplace in some View. The relation between the Message and the View
entities allows the employee to find those objects casily.

IST interprets these technological relationships and thus enforces employees Lo
perform the organization’s tasks according o predefined OTM.

Functional Shell

The Functional Shell is a program — design interpreter operating according to the
above described metamodel and interprets the system design description coded in it
‘I'he program controls the user approach to the database, thus so controlling operation uf
the system. The program insures work i a particular work place available to the user. In
windows the view network — views and the objects they contain which may have linked
sub views. So 1l 1s controlled what the user sees and can process from the database.
Selecting a particular object or view operations by means of which the selected object
can be processed are shown. This indicates how the processing 15 done. Afler a detinite
time interval the message window is refreshed. In it the user can see when to do the
appropriate activities. The main window of the functional shell as it is seen by the
systemn user 18 shown in Figure 2.
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Figure 2. Main window of the Functional Shell.

IST Additional Possibilities

Besides the Functional Shell it is also possible to realize other possibilities using the
systein design entered in the database. One of such possibilities is data structure
generation. If in the technology description the system database entity types and
relations between them as well as entity attributes are defined it is possible to develop a
program that transforms the design description coded in the database into SQL
CREATE TABLE statements, so creating a real database structure.

It 15 possible to enter in the technology database objects-examples for every type of
entities. The system design can be made including work places and the views they
contain so that the objects shown in the views are objects-examples from the technology
database. Thus it is possible to develop a system prototype even belore the real database
structure is developed. The prototype will be operated by the real design interpreted by
means of which the implemented systern will be operated later. So the prototype will
precisely coincide with the system implementation.

The design description that can be inlerpreted or used for data base structure
generation can be printed in a prepared documentation template. For it a program is
needed that reads the design description in the database and passes it to a tool like
VISIO or MS Word.

Information on reports necessary te print from the target system can be entered into
the technology database. The technology database stores information on the data needed
for the report {SQL SELECT statement returning the data) and information on how the
data should be shown in the report templates. So a program — report interpreter can be
implemented by means ol which most of the systemn reports can be developed.
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IST Application Examples

Experience

[STechnolegy currently is used in the Bank of Latvia as the standard framework for
building Information Systerns. Besides the Bank of Latvia between 1996 and 2001
{STechnology framework was used in many other organizations to build and maintain
complex Information Systems (Figure 3).

Information Systern -(.)rg:miz.ﬂon -
iSTechnology (as described in this paper) I(T:Jdmputer and Software Engincering Institute
Salaries Management (S Bank of Latvia

Employees Management [S Banik of Latvia

Commercial Banks Management 18 Bank of Latvia

Trade and Treasury Management IS for ) -

Central Bank Bank of Lutvia

Trade and Treasury Management 1S for
Commercial Bank

Trade and Treasury Management S for
Investment fund

Patient Register IS Health Department of Riga Municipality
Pension Capial Management IS for
Private Pension Fund

Unibank of Latvia

Optimus tund

Unipensija

Figure 3. Examples of 1ISTechnology usage.

Application Evaluation

All IST possibilities were most completely applied in the Bank of Latvia. ATl
systems where deigned by the IST method and operated by the design interpreter — IST
Functional Shell. Several system development environments were created in one [ST
environment. A part of the I1ST modules was assessed as successtul. But for a part of the
implemented moedules the application in practice did not prove w be useful. The
functions of these modules were carried out by other tocls and they were not actually
used. So the data structures were not generated by means of IST, as the applied SQL
Server Software includes sufficiently casy to use structure creation toels, and there was
no need to use 1587 tools. System documentation generation and system prototyping
before data structure gencration also was not justified in practice because too much
configuration work was nceded for it

The main reason why IST modules were not used is the complicated configuration
work needed (0 enter the technology definition in the database. !andy editors are
lacking. It would be worth developing such, but it is a time consuming process.

The IST module that proved to be the most cfficient 1s the design interpreter
described in this paper. The method for the technology definitien by which work place
configuration is described indicating the work piace view network and the linked
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operations and interpretation of the technology by the tunctional shell makes IST
unique. Systems developed and operated in this way are easy 1o use and maintain.
Therefore IST 15 used in more and more new projects.

In some systemns developed and operated by IST, especially in Unibank of Latvia,
the system dynamic model is successfully used, the IST state-transition and message
module is based on it and the report generation module. Both these modules are
additional to the Functional Shell helping to make the system maintenance even easier.

Future Perspective

IST is worked out in client-server architecture by means of which client-server IS is
developed. Nevertheless, today other technical solutions are found. A possibility to
develop IST as an Intemet-based IS development and implementation tool is
considered. New IST versions arc created built in 3-level architecture — database,
middleware and user interface. So the IS data security would be improved, and as well
as there would be a possibility for one system to use different user interfaces, for
example, users could work simultanecusly with one system from MS Windows
cnvironment and Internet,

New data presentation possibilities to substitute the trees seen in the windows in the
current implementation are also being searched for QOne of the solutions is o approach
maximally the appearance ol the [ST windows to those of gencrally accepted MS
Windows Explorer.

Conclusion

The paper describes a new approach to system design implementation - the design
interpretation. This approach ensures exact compliance of system implementation with
design description and makes the system easy to maintain. [raplementation of the above
mentioned method is also discussed.

The methed is applied in practice in real projects. It should be developed according
to today’s updated technologies, and new easy to use versions in which application of
all IST modules would justify themselves should be elaborated.
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One and the same "real world" can be modeled by difterent UMTL class diagrams, which in such a
case can be considercd “intuitively equivalent”. A new approach to the formalization of this
"Intuitive cquivalence” of class diagrams is proposed. based on the formal object-oriented
cognitive process. Two theorems are proved to support this approach. The new formalization can
be used to construct algorithms for class diagram analysis.
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Introduction

As object modeling gains popularity, starting from the ploneering work [1]. a need
emerges for methods of handling and evaluating models. Object models are used in
various stages of system development — from definition of requirements 1o system design.
One problem is to validate the mode! as it gets transformed and refined in the lifecyele of
system development. Research 1s already being done on this topic [2-5]. A more general
problem is to compare several alternative object models of the same "real world".

Our goal 15 to lormalize this "intuitive equivalence” for object models represented

with UML class diagrams. Consider the class diagrams modeling directed graphs shown
in Figure 1.

Node Starts at Edge
T J Ends at
Edge to
e ———
Connected to |
Startpaoint S
— I Starts with 1
L -
i 1 cdge
‘ | Ends with .

. - Endpoint —
Cornected to .

Fig. [ Three class diagrams of a directed graph

Formally, we have here 3 totally difterent class diagrams, Each of them describes
different instance diagrams. But intuitively we know that all three of these diagrams
deseribe the same "real world" - directed graphs.
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In [6] a formal defirution of the "intuitive equivalence” of class diagrams is proposed
called reduction. 1t is defined on the instance diagram level and uses composite classes to
detine the transformation between the class diagrams. In this paper a new approach to the
definition of the "intuitive equivalence” of class diagrams is proposed, called semantical
mmplication. It is based on the formalization of the object-oriented cognitive process,
mtroduced in [7]. Two theorems are proved confirming that the new approach is more
general and inteitive,

The paper is structured as follows. In section 2 a restricted formalization of the
cognitive process is outlined. In section 3 the new definition of the "intuitive equivalence”
is presented. In section 4 the reduction of class diagrams is briefly outlined. And finally in
section 5 the difference between the two definttions of the "intuitive equivalence" is
examined, proving two theorems.

The formalization of the cognitive process

The detinition of the class diagram semantical implication 1s based on a restricted
version of the forma) cognitive process (for the full version see [7]} happening in the mind
of a modeler when he analyzes a fragment of the real world and builds an object model for
it. The fragment of the real world to be modeled, together with the object-oriented
structure that gets created in the mind of the modeler we represent with a labeled directed
graph and call 1t the cognition state (Fig. 2). During the cognitive process, as the modeler
learns new concepts from the fragment of the real world, his mind 1s populated with new
elements that correspond to objects, classes, links and associations. With every addition of
anew element a new cognition state 1s created. The resulting sequence of cognition states
we call the cognition path. The cognition path ends with a cognition state that contains the
final object model as a part of it (Fig. 3).

/Etata of the ™

abstract world 0%
\\

\

()\.,-S/©‘ - E‘Hi/@
.-.,'/‘ "~

Stale of the teal wirle

S .
B g B
N y

Fig. 2. A cognition state
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Fig. 3. Overview

A more precise description of the cognition state and the cognition path tollows in the
next two subsections.

Cognition state

The cognition state is defined as a labeled direcied graph that consists of two
interconnected parts:

s the state of the real world, which formally represents the fragment of the real world
that is being modeled.

e the state of the abstract world, which formally represents the object model created in
the modeler's mind on a fixed moment in time.

Each node of the state of the abstract world has one of the four labels, according to the
element of the object model the node represents: O - object node, C —class node, L —link
node, A --association node. (Note that links and associations are represented as nodes in
the graph.) The following predefined edges are used to connect the nodes (they have a
graphical notation, as shown in Fig. 4):

« startpoint (5) - connects a link or association node o ils startpoint node,

» endpoint {(I1) — connects a link or association node to its endpoint node.

s instance-of — connecls a class or association node o the nodes representing its
instances,

¢ part-uf — connects an object node to nodes representing the parts of the object.
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Fig. 4. Notation of predefined edges Fig. 5. A cognition stan state

We define the cognition start state as a cognition state that consists ot a state of the
real world and an empty state ot the abstract world (Fig. 5).

Cognition path

During the cognitive process, a cognition path is incrementally created, It is a
sequence of cognition states, beginning with a cognition start state. Given a cognition
state, the next cognition state 1s produced by extending the state of the abstract world in it
- by adding a new node or by adding one of the predefined edges between the nodes. As
in [6]. in this paper we work with the basic class diagrams containing classes. binary
associations and the tour most popular multiplicity constraints (0.1, 1..1. 1.*, 0.*). So,
the cogritive process can be restricted to use only the needed steps. We call the resulting
cognition path a constructive cognition path.

Definition. We call a cognition path constructed using the following steps a
constructive cognition path (CCP):

e "create a new aggregate object” (Fig. 6), which represents @ subgraph of the real
world state: create a node with label O, and connect it to all nodes of the subgraph by
the edge part-of,

» "create a new class”: create i node with label C (a class node);

o create an edge instance-of from an existing class node to any existing object node that
has no instance-of cdges connected to it;

"create @ new association™: create a node with label A {an association node), connect
it to two existing class nodes by the edge S and the edge E;

« "create a new link™ (Fig. 7): create a node with lubel L (a link node), connect it to two
existing object nodes by the edge S and the edge E,

create an edge imstance-of from an existing association node to any existing link node
that has no wmstance-of edges connected 1o 1t; this 3 allowed only i the nodes
connecied by the link (nedes to which edges S and E go) are connected by instance-of
edges o the class nodes. connected by the association {with cdges S and E,
respectively).
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Fig. 7. Adding a link

If we assign names to the class and association nodes of a given CCP then we can
construct the corresponding instance diagram.

The new definition of the "intuitive equivalence"

Consider a real world state R, and two CCPs Pl and P2 starting {from this real world
state R, If P2 can be obtained from P1 aggregating some of the objects and classes while
preserving some properties of the structure. then we assume that these cognition paths
model the same concept in different levels of detail. A more precise definition follows.

Definition. We say that P2 is less detailed than PI, if the following 4 conditions hold:

1) if two nodes of R in Pl are connecled by part-of edges to one and the same object
node (Fig. 8 a), then in P2 they are also connected by part-of edges to one and the same
object node {Fig. 8 b),

Cognition path P1 Cogniticn path P2
e =
a b /\u rﬁ\b
C N u
(a) (b)

Fig & Conditien for object nodes
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2) if there are two nodes a and b in R that are in P1 connected by part-of edges 1o
object nodes ¢l and d1, respectively, and there is a link node connected by S edge 10 ¢l
and by E edge 10 dl (Fig. 9 a). then in P2 they are connecied by part-of edges to one
object node (Fig. 9 b) or they arc connected by part-ot edges to object nodes ¢2 and d2,
respectively, and there is a link node connected by S edge w ¢2 and by E edge to d2 (Fig.
9¢),

Cagnition path P1 Cognition path P2
/—\\L‘l el
‘ﬁS/ Le 7 “s’@/\E
Cq}cl @dl (@ e (O)CZ @) a2
R v\ - R R A
e ‘b Cka 6"\\'{7 ‘ a C b
\S (,,/ J s N )
@ (b) (c)

Fig. 9. Condition for link nodes

3) if there are two nodes a and b in R that are in P1 connected by part-of edges to
object nedes ¢l and dl, respectively, and the object nodes ¢l and dl are connected by
instance-of edges to the same class node (Fig. 10 a), then in P2 they are connected by part-
of edges to one object node (Fig. 10 b) or they are connected by part-of edges to object
nodes ¢2 and d2. respectively. and the object nodes ¢2 and d2 are connected by instance-
of edges to the same class node (Fig. 10 ¢).

Caognition path P1 Cognition path P2
el 82
el dl oY e 2 ) d2
@ © O @ ©
R ' R R

(a) {b) (c)
Frg. 10 Condition for ¢lass nodes

4y i there are 4 nodes 2. b. ¢ and d in R. and Pl contains 4 object nodes al, bl. ¢l and
dl, 2 link nodes el and {1, and an association nede g1, connected as in (Fig. 11 a), then in
P2 there are two cases possible:

e aand b are connected by part-of edges te one and the same object node, and ¢ and d
are connected by part-of edges to one and the same object node (Fig. 11 b)

e orthere s the same configuration as m Pl - there are 4 object nedes 22, b2, ¢2 and 42,
and 2 link nodes 2 and 2, and an association nede g2, connected as in Fig, 11 ¢
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Fig. 11 Condition for association nodes

Now. using this method of comparing cognition paths we define the "intuitive
equivalence” of class diagrams, in this paper called semantical implication.

Definition. We will say that a class diagram CD1 semantically implies a class
diagram CD2, if for every state of the real world R:

» if there exists a CCP P1 starting from R whose corresponding instance diagram 11
satisfies CD1,

s then there exists a CPP P2 starting from R that is less detailed than Pl and whose
corresponding instance diagram D2 satisfies CD2.

Reduction of class diagrams

In [6] the "inwuitive equivalence” of class diagrams is formalized as a reduction. The
reduction of the more detailed diagram to the less detailed one is defined introducing a set
of concepts. Every concept is represented with a composite class containing some of the
existing classes and associations, and assigning multiplicity constraints to the enclosed
classes. The set of new concepts must cover all the classes of the class diagram.

The multiplicity constrants assigned to the contained classes must guarantee that the
composite classes have only connected instances. When reducing an instance diagram
with a set of concepts, each group of objects and links that forms an instance of one of the
concepts is replaced with a new object, and so a new (less detailed) instance diagram is
constructed.

Definition. We will say that a class diagram D1 can be reduced to a class diagram
D2, if there exists such a set of new concepts S, using which every instance diagram of D1
can be reduced to an instance diagram of D2, and all instance diagrams of D2 can be
constructed this way from instance diagrams of D1,

The relation between the two definitions

In this section we show that the semantical implication is more general than the
reduction.

Theorem 1. If a class diagram D1 can be reduced to a class diagram D2, then DI
semantically implies D2,
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Proof.
Consider

» 2 class diagram D1 that can be reduced to D2 by a set of concepts S,

s a state of the real world R, for which a constructive cognition path P1 exists starting
from R, whose corresponding instance diagram ID1 satisfies D1,
» an instance diagram ID2 that is reduced from ID1 using a set of concepts S.

To prove the theorem we show that we can construct a constructive cognition path P2
starting from R that is less detailed than P1 and whose corresponding instance diagram is
1D2.

First we construct the last cognition state X of P2 whose corresponding instance
diagram is ID2 and which is based on the same state of the real world R:

* group the object and link nodes and the class and association nodes into subgraphs
according to the new concepts in S,

¢ replace each object-link subgraph with an object node, and each class-association
subgraph with a class nede,
» replace multiple instance-of edges between two nodes with one instance-of edge,

+ replace multiple link nodes (together with S and E edges) that are between the same
object nodes, and that are connected by instance-of edges to the same assoclation
node, with one link node (and one pair of S and E edges).

Now 1t is easy to construct a constructive cognition path P2 that starts with the state of
the real world R and ends with the state X, The cognition path P2 is constructed in the
following order:

1) creale aggregate object nodes with part-of edges (in any order),

2) create link nodes with S and E edges (in any order),

3) create class nodes (in any order),

4 create instance-of edges between object nodes and class nodes (in any order),

5) create association nodes with S and E edges (in any order),

6) create instance-of edges between link nodes and association nodes (in any order).

The set of new concepts § by definition is constructed so that every class and
association of D1 belongs to exactly one new concept. Keeping that in mind it is easy to
see that the new cognition path P2 is less detailed than the cognition path P1 (all four
conditions are satisfied).

Theorem 2. There exist two class diagrams D1 and D2, such that
& D] semantically implies D2, but

* D1 cannot be reduced to D2.

Proof.

Consider the two class diagrams in Fig. 12. They both describe directed graphs. The
dilterence is that D1 allows us to model the structure of graphs, but for D2 every object
instance is a whole graph.
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class diagram D1 class diagram D2

F_ _ Edgeto

Node

— Graph

Fig. 12 Two class diagrams of a dirccted graph

Let's prove that D1 semantically implies D2. Consider an arbitrary state of the real
world R, for which there exists a CCP P1 whose corresponding instance diagram satisfies
D1. We can construct 2 CCP P2 that stants from the same state of the real world R and
contains one object node, which is connected by part-of edges to all the nodes of R, and
which is connected by an instance-of edge to a class node. The corresponding instance
diagram of P2 satisfies D2. It is easy to see that P2 is a less detailed CCP than P1.

Now, let's see if D1 can be reduced to D2, It can be proved that the only new concept
that can be constructed for the diagram D1 1s a trivial composite class that contains the
class Node, but doesn't contain the association Edge-10. The association Edge-to cannot be
included in a new concept together with Node, because it forms a cycle, and cycles are not
allowed inside the concept (that comes from the requirement that a new concept must
have only connecied instances). Therefore, D1 can be reduced only to D1, bul cannot be
reduced to D2.

Conclusion

In the paper a new formalization approach of the UML class diagram "intuitive
equivalence” is presented. It is enabled by the semantics of class diagrams that is based on
the formalization of the object-oriented cognitive process. Two theorems are proved to
compare the two definitions of the class diagram "intuitive equivalence”. The theorems
confirm that the new definition is more general — the reduction is a special case of the
semantical implication.

In fact, Theorem 2 can be generalized to prove that any class diagram semantically
implies the trivial class diagram containing one class. That is a fundamental property of
system modeling. These theoretical results show that the semantical implicatian is now
very close to the concept of the class diagram "intuitive equivalence”, The next problem
that must be researched is the algorthmical decidability of the class diagram semantical
implication, as it is already done for ihe reduction in [6].

Finally, it must be noted that this paper gives another confirmation of the sufficient
generality of the object-oriented cognitive process formalization. [t is shown that the
formalization can be successfully used to reason about the problems of the class diagram
equivalence.
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This paper deals with the problems of the changing role of traditional universitics on the
cducational market, and how data warchousing could help the universities solve their problems. 1t
describes the experience of different universtties and the issues of feasibility study of the data
warchousing project at the university.
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Introduction

Data warchousing is traditienally used in business. Higher education is trying to
follow the growing trend in development and usage of data warehouses; however, the
reasons for doing it are often more concerned with scientific and educational 1ssues than
with financial benefits. Higher educational institutions have grown in recent years into
large businesses and the management of these institutions has changed and become
more business-like. The management of higher educational institutions ¢an benefit from
using data warehousing just as other traditional business organizations.

The topic of data warehousing [5], [13], [4], and [7] comprises architectures,
algorithms, models, tools, organizational and management issues for integrating data
from several operational systems in order to provide information for decision support,
e.g., using data mining or OLAP tools. The data warchousing technology provides
integrated, consolidated and historical data. A data warehouse can be realized as a
separale database containing these integrated data.

A data warehousc is built by extracting data from different data sources,
transforming them and then loading into a separate database where specialized data
modelling concepts, e.g. star schema, and database structures like materialized views
[14] are used. Finally, the data are accessed with different data analysis tools as shown
in Figure 1.
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Figure 1. Common data warchousing environment

This paper will give further insight into the business processes of higher educational
nstitutions, and some key benefits of having a data warehouse in business are examined
corcerning higher education.

The following section presents the business process model for higher educational
institutions and university management issues in the new competitive environment. An
overview of possible areas of application of data warehousing in education is given in
Section 2. Section 3 presents the possible system architecture for the new application
area, and the relevant experience of universities using data warehousing, Section 4
draws conclusions on the data warehouse feasibility study at the University of Latvia,

The Education Process as a Business Process

The starting point for finding out the necessity for higher education institutions to
build and use data warehousing could be their traditional management and business
processes. The two main universily activilies are education and research, and the most

important support processes are human resource management and financial resource
management [11].

In the last decade universities have experienced significant changes in the education
area. One of the important issues is the growing competition between educational
institutions.

Colleges and universities rarely express their policies, intentions, and practices in
competitive terms. However, the pressure on traditional resources doubled with the
emergence of technology-based cducation delivery systems will force competitive
thinking [6].

[f we consider education as business; we have to define the key terms in this
context. The universities as “education providers” have to find out, what is the product?
What are the resources? What is the price of the product? The students as ,,customers”
have different important questions: from which tnstitution to buy, which product exactly
to buy? Finally, the customer will have to know about the quality and price of the
product to be able to make the right deciston.
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There are many examples of using the market terminology in higher education now.
One of the best known cases in this area is the University of Phoenix, which focuses on
educational needs of adults. The new trend is the formation and growth of corporate
educational institutions, many of which have become universities with accredited study
programs in recent years. For example, Motorola University co-operates with
universities around the world to develop and deliver courses for the Motorola
Corporation employees.

The most challenging issues for university management in the new competitive
environment are [12]:

Public relations,

Competition, including universities abroad,

Market analysis,

Strategic planning,

Revenues/ expenditure analysis,

Calculation of expenses,
« Cooperation with traditional businesses.

Alongside developing their policies in the new compettive environment,
universities are looking for methods to help them evaluate the answers and to support
them and their customers to make the right decisions.

Higher education is facing many problems in the next years and IT will play a
major role in determining how institutions resolve and solve these problems [15]. Many
universities are looking at data warehousing with the hope that it can help them to solve
their problems.

The reasons why data warehouses are developed and successfully used in

management and decision support in traditional business areas like sales, banking and
others are the following:

¢ the data warehouse makes the information in the organization more accessible,

e integrates data from many operational data sources and thus ensures quick access to
the mformation about business activities of the whole organization

e the data are user-friendly and consistent.

As it has been mentioned above, the universities’ main activities are education,
research and management, and also the new business activities, for example, processes
which become important for the existence and development of universities. Therefere,
we can assume that universities, like businesses, can benefit from data warchousing.

The following section deals with some scenario examples for data warehouse
development at universities, which are connected with the traditional higher education
institution’s processes {scenarios 3 and 4) and also with the new business processes
(scenarios 1 and 2).
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Specifications for the University Data Warehouse

There are some attractive university data warehouse implementation scenarios.
Componeats of them have been implemented at European and American universities

(11, (2], 3]

Data warehouse implementation scenario 1.

The first specification is about attracting good students. With the ever escalating
costs and competition associated with higher education, universities and colleges are
very interested in attracting and retaining high-quality students [8].

A data warchouse can enhance the existing information systemn that handles
admissions to university study programmes, providing access .to the required
information. One example data warehouse star schema for the admission process is
shown in Figure 3. The star schema reflects the current administrative processes for
student admission in the IS of the University of Latvia.

Time - Study Programme
n —
PK_|Time ke " ‘ — . PK | Programme key
ol Admision fact
Date | ; N
Manth | ~|PK |Iime admiss FK egree
Year < pK | Time exam1 : No_of_apglicants
Academic year —] PK |Time_exam2 FK : No_of_approved
‘—< PK | Time results FK | Max_grade_approved
PK | Programme FK |-— Start effective data
PK | Applicant FK
< PK | Facuity FK
Faculty Status o
PK |Faculty key L.—~ Grade1 Applicant
Grade2 PK i
i — Applicant key
Faculty_code Prionty
Number student First name
Family name
Date of birth
Student number
Sex
Address

Figure 3. Example data warehouse star schema for admissions.

For example [1], if the admission algorithm is based on school grades and selected
number of study programmes in priority order, the information about the admission
process in previous years could help applicants avoid mistakes in choosing the
programmes, because they do not really comprehend the selection algorithm.

Data warehouse implementation scenario 2

The next specification is to support customer relationship management (CRM)
strategies.
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‘CRM aligns business processes with customer strategies to build customer loyalty
and increase profits over tine.’ (Harvard Business Review, 2002).

Each year colleges and universities confront the challenge of meeting higher levels
of service demanded by an increasingly sophisticated and competitive marketplace and
consumer base. At the same time there is an ever present need to cut costs and tighten
budgets. Therefore, it becomes more and more important for each service interaction 1o
be effective in both cost and outcome. In order to do this, a greater understanding of the
customer is critical [9].

Universities are now challenged with the needs of many different groups of
learners. The universities are working with multi-generationzl students, and also the
correspondence students are expecting new services. Another important issue is the
feature of learners in the information age to get information when and how they choose.

Universities must now evaluate their services taking into account that the students
are customers. Universities are starting to develop new strategies to manage their
customer retationships in various stages of the student’s lifecycle. The universities have
to think about new services in each phase of the lifecycle to support students’ different
needs on the way towards graduation.

There are some additional outcomes with effective CRM strategy: reduced costs, if
the self-service is supported with web—applications; improved document flow in the
institution and influence on new technologies and investments.

Data warehouse implementation scenario 3

This scenario focuses on the improvement of the study process [2], for example, the
assessment of study courses concerning the student and course performance. The
evaluation of detailed staustics such as the number of students enrolled, evaluated and
approved, the average mark, and the average approved mark can help to find out the
potential problems for a particular course before they anse. It helps better understand
the student needs, or in business terms, what are the students buying?

Another issue 15 the quality assessment of the study programme. Statistics on
admissions, new students, drop-outs and graduates and average studying duration before
graduation can give the faculty management the necessary feedback and can influence
how the programme works and changes.

Another possible way to conduct course and study programme evaluation is by
getting information {rom student questionnaires and by publication of aggregated data
for all participants: students, lecturers and managers.

Data warehouse implementation scenario 4

This scenario describes resource planning at the university, for example, planning
the teaching service. If the managers of the faculty plan the necessary number of classes
for a particular course, they must know the statistics about the previous year. 1t can help
to avoid empty or full classes and to find out the workload of teaching staff.

Another example is Human Resources. when saving all transactions made with

university personnel records can help plan the carrier of employees and make the right
decisions about new recruitments.
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The financial resources of a university, in context with the size of the student body,
as scientific results over several years are also very significant issues to analyze.

One less obvious example [3] for this scenario aims to measure the international
attractiveness of the institution. The purpose is to control the institution’s policy on its
international reputation and exchanges, with budget involved.

Data Warehouse and University Information Technology
Architecture

Because many universities’ data warehousing scenarios mentioned above are
concerned with Customer Relationship Management (CRM), it is necessary to
understand the role of the data warehouse in the university IT architecture and its
connection with CRM applications

The Connect Enterprise Architecture [9] also fits for universities and illustrates as

in Figure 4, how CRM integrates many existing applications into a unified customer
facing strategy.

Figure 4. Data warchouse connections with CRM applications.

The layer of Enterprise Application Integration provides access to Back Oftice
applications (ERP, Student IS ...) from various solutions: data mining, CRM
applications, Portals, Knowledge Management applications.

The integration of Back Office Applications” data can be solved by using a data
warehouse. The data warehouse also serves the reporting and analytical needs of an
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institution, so the data warehouse can be a part of CRM solution which focuses on front
office activities, e.g., customer service and support.

The present developments in universities in the field of data warehousing are very
different in their decisions, which architecture and tools to use, and also which business
processes to support with data warehousing solutions.

Among higher education institutions in the USA, less than 25% have or are
planning a data warehouse [10]. Only a limited number of database touls is used.
The choice mostly depends on existing environments in other projects at the

university. This is also true for client tools. The most popular is the ORACLE database
and Web based client side tools.

Only a very small number of umiversities have all their information sources
integrated into a corporate warchouse. Most are starting with students” data, human
resources or finance data.

Many data warehousing projects in universities have been initiated in the IT
department, and not all of them have obtained management sponsorship vet.

No similar survey has been done in Europe, and to asses the situation with data
warehouses in European universities one has to look up the information on the Internet
and the annual conference ‘European Universities Information Systems’ (EUNIS). The
number of participating universities from different countries is usually around 100 every
year, hut during the last 5 years, the number of presentations on data warehouses was
less than 10. For example, in 1999 there were 2 presentations from Ljubljana in
Slovenia and from Porto in Portugal. The most significant data warehouse project in
Europe among universities is in France, where the project is developed on a national
scale. All French universities which had previously implemented the university
information system APOGEE (also a national-scale project) can now participate in the
data warehouse project.

The Data Warchouse Feasibility Study at The University of Latvia

As an example of a university starting the development of the university data
warehouse we can consider the University of Latvia. The following issues are
important at the starting point of the project:

The existence and quality of data sources

[n the case of the University of Latvia, an information system was developed based
on the Oracle database and Oracle Application Server. During the 5 years of the system
development and implementation process, a large amount of various data have been
collected. It is now possible to provide access to operational data. but the possibility to
analyze historical data in different ways is limited. One of the questions for the
evaluation of the [easibility of the data warehouse is the technical feasibility. which
means the existence of data for expected data warchouse and the quality of existing
data. At the University of Latvia the management information system {(LUIS in Latvian)
has been developed since 1996. The starting vear of the students” module was 1997, of
the study fees module - 1998, of the courses and courses” enrolment module - 2000,
and the starting year of the admission module was 1998. The data accuracy differs not



124 DATORZINATNE UN INFORMACIJAS TEHNOLOGAS

depending on the module, but on the faculty, in some cases it depends on a particular
program of study. The existing data are accurate enough, but in some cases the lack of
data 15 obvious. The second possible data source for the data warehouse at the
University of Latvia in addition to LUIS is the accounting system.

Reasons for having a data warehouse

For example, one reason for starting a feasibility study of a data warchousing
project at the University of Latvia is burdened access to the necessary information in the
operational systems. Another reason is the growth of competition among universitics
and the new roles of traditional universities. One more question regarding readiness is
the business motivation of the institution. The business motivation of the University of
Latvia is based on the changing situation 1n education, which was described earlier in
this paper. The management of the University of Latvia is interested in a more flexible
reporting facility, in the analysis of the integrated information, and the most actual need
is a new portal. The 1dea of the portal fits CRM solutions and alse fits the data
warchouse as a data integrator.

Users® acceptance

Prior to starting a data warehouse project it is important to understand the readiness
of the institution to have a data warehouse [7]. One of the questions for evaluation is the
existence of data for the expected data warehouse. Also an important question is the
readiness of people to use the data warehouse information. In the University of Latvia
the users have long experience in usage of operational systems, and if the data
warehouse will satisty also the reporting needs of the users, the acceptance of the data
warchouse will depend on the comrectness of extracted data and reports. The users were
also involved in the requirements analysis.

The decision between different development scenarios and the right choice for the
first development stage.

The possible scenarios regarding specifications have to be presented to the
university management and discussed. The information about users’ nceds and priorities
help to make the right decision. In our case study we collected information about the
number of potential users and about the purposes of the usage. We evaluated this
information to get quantitative measurements expressing the more urgent needs. The
carlier mentioned 4™ implementation scenario’s subset of problems concerning the
human resources and the financial resources of the university in context with the
number of students, and scientific resuits were accepted as the starting point of the
implementation.

Conclusions

Universities are not the typical owners of a data warehouse system, because the data
warghouse projects need financial investments, which in the case of untversities, are not
obviously comparable with gained results in terms of money. The reasons why
universities have or are starting the development of the data warehouse are only in the
long term the expected return on investment, or the growing competition. According to



Lutla Niedrite. Requirements and Options for Daw Warchouses at Universities 125

their prior business functions and geals, universities build data warchouses to improve
the quality of education and communication with their customers — students. The
improvement of the existing reporting facility of operational systems and improvement
of data accessibility can be mentioned as a secondary reason.
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